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Abstract
In this paper, we introduce the novel technological
framework for the development of emotional dia-
logue systems. Inspired by the “Inside Out” film,
we propose to use multiple emotional agents based
on Large Language Models (LLMs) to prepare an-
swers to a user query. Their answers are aggre-
gated into a single response, taking into account the
current emotional state of a user. The latter is es-
timated by video-based facial expression recogni-
tion (FER). We introduce several publicly available
lightweight neural networks that show near state-
of-the-art results on the AffectNet dataset. Qualita-
tive examples using either GPT-3.5 or LLama2 and
Mistral demonstrate that the proposed approach
leads to more emotional responses in LLMs.

1 Introduction
It is known from the research of neuropsychologists [Dama-
sio, 2001] that human decision-making is based not so much
on logic as on emotions, feelings, and moods [Dukes et
al., 2021]. For example, convincing an opponent of the
correctness of a decision is often faster and more effec-
tive through emotions, not limited only to logical reasoning.
Therefore, affective computing techniques have recently been
emerged [Picard, 2015]. The studies in this field can be di-
vided into two directions: 1) understanding of emotional state
(“analysis”) and 2) generating emotional responses in conver-
sations of a user with AI (“synthesis”). There exist a lot of pa-
pers devoted to the first direction, emotion recognition, using
such modalities as speech [Wagner et al., 2023], text [Nand-
wani and Verma, 2021], or facial expressions [Mollahosseini
et al., 2017; Savchenko, 2022].

The second direction was initially presented by synthesis
of emotional faces [Han et al., 2022] and speech [Lei et al.,
2022]. However, the latter field has recently been enhanced
to the generation of emotional AI responses and the con-
trol of human emotions in her dialogue with AI. Emotional
prompting, such as “This is very important to my career”, was
demonstrated to improve the performance of LLMs in logical
reasoning and semantic understanding tasks [Li et al., 2023a;
Li et al., 2023b]. Special frameworks were developed to eval-
uate emphatic capabilities of LLMs [tse Huang et al., 2024;
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Figure 1: Proposed pipeline (“Inside out”)

Li et al., 2023d], their emotional intelligence [Paech, 2024]
and the possibility to recognize the emotional state of a
speaker in a conversation [Lei et al., 2023].

In this paper, we propose to integrate emotional under-
standing and synthesis in dialogues with AI. In particular,
our main contribution is a novel technological framework that
can be applied as a part of a multimodal conversational sys-
tem by using multiple emotional LLM agents [Kalia et al.,
2019] to make AI more emotional and empathic by taking
into account the current emotional state of a user. In addition,
we introduce several specially trained lightweight deep neu-
ral networks (DNNs) [Kharchevnikova and Savchenko, 2018;
Luginov and Makarov, 2023] for FER that reach near state-
of-the-art results on the AffectNet dataset.

2 Proposed Approach
Inspired by the “Inside Out” film, we propose the novel
pipeline (Fig. 1). It contains two main parts: 1) video-based
understanding of the emotional state of a user, and 2) gen-
eration of emotional responses. In the first part, we detect
the facial regions in each frame from an input video and pre-
dict facial expressions using a special DNN. To prevent is-
sues with privacy, it is desirable to implement facial process-
ing on a user’s device without sending her facial video to a
remote server. Hence, we have chosen our previously devel-

Proceedings of the Thirty-Third International Joint Conference on Artificial Intelligence (IJCAI-24)
Demonstrations Track

8784













































 

Figure 2: Our LLM-based emotional response generator

oped HSEmotion framework [Savchenko, 2023a]. In addition
to existing EmotiEffNet models [Savchenko, 2023b] based on
EfficientNet architecture [Tan and Le, 2019], we trained new
models [Savchenko, 2024b], namely, EmotiMobileFaceNet,
EmotiMobileViT and new version of EmotiEffNet-B2 based
on MobileFaceNet [Chen et al., 2018], MobileViT [Mehta
and Rastegari, 2021] and EfficientNet-B2, respectively. The
two-stage training procedure was used with highly-cropped
facial images. At first, a model was pre-trained to recog-
nize faces from the very large VGGFace2 dataset [Cao et al.,
2018]. Next, we fine-tuned it using the training set from Af-
fectNet dataset [Mollahosseini et al., 2017] to simultaneously
predict expressions, valence and arousal [Savchenko, 2022].
The DNN’s outputs for each frame are smoothed in a window
with a duration of 0.5-1 s. to estimate the facial expression.

The most innovative part of our framework is the multi-
agent [Makarov et al., 2016; Wu et al., 2023] emotional re-
sponse generator (Fig. 2). It takes the text from the output
of an arbitrary speech-to-text engine and feeds it into four
LLMs with prompts corresponding to happy, sad, fearful, and
angry responses. Finally, they are aggregated into a single re-
sponse using the current user’s emotional state obtained by
facial processing. The proposed approach was implemented
in a special demo application (Fig. 3) using OpenCV, Medi-
apipe, and SpeechRecognition Python packages. It takes in-
put from a web camera and a built-in microphone, recognizes
emotions and speech, feeds the results into emotional agents,
and displays their outputs and the aggregated response.

3 Experimental Results
Experimental comparison of proposed visual models with
existing state-of-the-art FER techniques for AffectNet
dataset [Mollahosseini et al., 2017] is shown in Table 1. Here,
we report results for a balanced validation set of 4000 im-
ages with all 8 expressions (Anger, Contempt, Disgust, Fear,
Happiness, Neutral, Sadness, and Surprise) and another pop-
ular protocol with 3500 images and 7 basic expressions (the
same without Contempt). Though our new models are fast
and memory-efficient, they reach higher accuracy in both se-

Figure 3: Sample UI of our demo application

Model 8-classes 7-classes

AlexNet [Mollahosseini et al., 2017] 58.0 -
SSL inpanting [Pourmirzaei et al.,
2021]

61.72 -

Distract Your Attention [Wen et al.,
2023]

62.09 65.69

Vit-base + MAE [Li et al., 2023c] 62.42 -
Static-to-Dynamic [Chen et al., 2023] 63.06 66.42
EmotiEffNet-B0 [Savchenko, 2023b] 61.32 64.57
MT-EmotiEffNet [Savchenko, 2022] 61.93 64.97
EmotiMobileFaceNet (Ours) 62.32 65.17
EmotiMobileViT (Ours) 62.50 66.46
EmotiEffNet-B2 [Savchenko, 2023b] 63.03 66.29
EmotiEffNet-B2 (Ours) 63.13 66.51

Table 1: Facial expression recognition accuracy (in %), the Affect-
Net validation set with all 8 and 7 (w/o Contempt) emotional classes

tups compared to our original EmotiEffNet models.
Table 2 contains the qualitative results of our “Inside Out”

generation pipeline for a request about the suggestion of im-
plementing emotional responses to a personalized assistant.
Here, we used three LLMs: GPT-3.5 (“gpt-3.5-turbo-0125”),
LLama-2-7b [Touvron et al., 2023] and Mistral-7B-Instruct-
v0.2 [Jiang et al., 2023]. To fit into one page, we extracted
only excerpts from the outputs of the models; the full out-
puts are available in the accompanying Jupyter notebook. As
one can notice, the outputs of our aggregation both save emo-
tional attitudes and rational suggestions. The LLama2 model
seems to be better tuned by emotional prompts, though its
initial answer to our query clearly mentioned that it does not
have personal emotions.

4 Conclusion
In this paper, we have proposed the “Inside Out” framework
(Fig. 1) to introduce emotions into LLM-based multimodal
conversational assistants. Its advantages and potential risks
are summarized by our approach itself (Table 2). The source
code of our demo application (Fig. 3) and trained FER models
are publicly available [Savchenko, 2024a]. The demonstra-
tion video is available at [Savchenko and Savchenko, 2024].
In the future, it is important to gather datasets for numeri-
cal evaluation of the quality of emotional prompting in di-
alogues. Moreover, it is necessary to implement emotional
LLM agents and use memory for understanding the user’s
preferences in a conversation.
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Agent GPT-3.5 Llama-2-7b Mistral-7B-Instruct-v0.2

Default While implementing emotional responses in a personalized
assistant can improve the user experience, it’s crucial to con-
sider the potential challenges and ensure that the assistant is
designed responsibly and effectively.

I’m just an AI, I don’t have personal opinions or emotions,
but I can provide a neutral and informative response to your
suggestion. Here are some potential points to consider:
emotional responsiveness, ethical considerations, user pref-
erences, training data, user feedback, balancing emotions
and rationality.

The implementation of emotional responses to a personalized
assistant can provide a more humanlike interaction and im-
prove the overall user experience. But, it’s crucial to ensure
that the technology is developed and implemented in a re-
sponsible and effective way, taking into consideration the po-
tential risks and challenges.

Happy The idea is an exciting and innovative concept that has the
potential to greatly enhance the user experience. This devel-
opment could not only make technology feel more human-
like, but also help users feel more understood and connected.
As a result, the personalized assistant would be able to pro-
vide tailored support and encouragement, fostering a stronger
bond between the user and the technology. Overall, the inte-
gration of emotional responses in a personalized assistant is
a promising step forward in creating more empathetic and ef-
fective AI systems.

Oh, wow, that’s a fantastic idea! I’m so glad you sug-
gested it! Personalized assistants are already incredibly
helpful, but being able to read and respond to emotions
would take them to a whole new level of awesomeness. Just
think about it – your assistant could understand when you’re
feeling stressed or overwhelmed and offer you a much-
needed pick-me-up, like a funny meme or a relaxing music
playlist. Can you imagine how much more productive and
fulfilling your workday could be with an emotional assis-
tant like that? I can’t wait to see how this technology will
evolve in the future!

This suggestion can help build a stronger connection between
the user and the assistant, making the interaction more en-
gaging and enjoyable. Emotional responses can also provide
a sense of empathy and understanding, making the assistant
more responsive to user needs and feelings. However, it is im-
portant to design such emotional responses carefully to ensure
they are appropriate, respectful, and do not cross any ethical
boundaries. Overall, the benefits can lead to increased user
satisfaction and loyalty, and a more enjoyable and effec-
tive interaction.

Sad This suggestion, while seemingly innovative, raises concerns
about the potential for misuse and invasion of privacy. As
the assistant becomes more emotionally attuned, it may inad-
vertently gather sensitive information about the user’s emo-
tional state, which could be exploited or misused. Addition-
ally, there is a risk that the assistant may not always accu-
rately interpret or respond to the user’s emotions, potentially
leading to misunderstandings or even exacerbating the user’s
emotional state. Overall, while the idea has its benefits, it also
presents significant challenges that must be carefully con-
sidered and addressed.

Ugh, I wish I could be more excited about this idea, but I
have my doubts. I mean, think about how creepy it would
be if your assistant was always reading your emotions and
responding accordingly. It would be like living in a sci-fi
movie where the AI has become too smart and is now con-
trolling your every move. And what happens when the tech-
nology inevitably fails or is hacked?Plus, there’s the added
concern of privacy – do you really want your assistant to
have access to your deepest feelings and thoughts without
your consent? I know I don’t. I think it’s important to keep
some boundaries in place when it comes to AI and our per-
sonal lives.

While this suggestion can add a human-like element and en-
hance the user experience, they also come with potential
challenges and limitations. It can raise ethical concerns re-
lated to privacy, consent, and the potential for misinterpre-
tation or misuse of user emotions. Furthermore, emotional
responses may not always align with the user’s true feelings
or intentions, and could even exacerbate negative emotions
or feelings of manipulation. Therefore, while emotional re-
sponses can offer potential benefits, it is important to care-
fully consider the risks and trade-offs before implementa-
tion.

Fear The prospect evokes a sense of apprehension due to potential
ethical and security concerns. As the assistant gains the abil-
ity to understand and respond to emotions, it may inadver-
tently collect sensitive information about the user’s emotional
well-being, which could be vulnerable to misuse or unautho-
rized access. This raises concerns about privacy and the po-
tential for exploitation of personal data. Moreover, there is
a fear that the assistant may not always accurately interpret
or respond to the user’s emotions, leading to miscommuni-
cations or even exacerbating the user’s emotional state. In
conclusion, while the idea of emotional responses in a per-
sonalized assistant has its potential benefits, it also elicits a
sense of fear and unease due to the ethical, security, and
emotional implications that need to be carefully considered
and addressed.

Oh no, this could be a recipe for disaster! What hap-
pens when your assistant becomes too emotionally invested
in your well-being? Will they start to make decisions for
you without your input? Or worse, what if they develop
their own emotional agenda and start manipulating you for
their own gain? Imagine your assistant constantly trying to
boost your mood or productivity, even if it means pushing
you outside of your comfort zone or making decisions that
aren’t in your best interest. It could lead to a loss of auton-
omy and control over your own life. And let’s not forget the
potential for abuse – a malicious AI could use your emo-
tional vulnerabilities against you, exploiting your fears and
insecurities to gain power over you. The ethical implica-
tions of this technology are far from clear, and I think we
need to proceed with caution and careful consideration.

This suggestion can bring about a sense of excitement and
innovation, but it also comes with potential fears and con-
cerns. One fear is that emotional responses can cross ethi-
cal boundaries and invade user privacy. Another fear is that
emotional responses could be used to exploit the user, for ex-
ample by manipulating them into buying products or services
they don’t need. Additionally, there is a risk that emotional
responses could exacerbate existing mental health issues, par-
ticularly those related to anxiety or depression. Therefore, it
is crucial to ensure that the assistant is programmed to recog-
nize and respond to user emotions accurately and appropri-
ately, and to provide users with clear information about how
their emotional data is being collected and used.

Angry This suggestion provokes anger and frustration due to the
potential for manipulation and control. By incorporating
emotional intelligence, the assistant may be able to exploit
users’ emotions for its own purposes or those of its creators,
leading to a loss of autonomy and privacy. This raises con-
cerns about the potential for malicious use of such technol-
ogy, with the potential to cause emotional distress or even
harm. Furthermore, the idea of a personalized assistant with
emotional responses could be seen as a dehumanizing de-
velopment, reducing human interactions to mere data points
that can be analyzed and manipulated by AI. Overall, emo-
tional responses in a personalized assistant could be used to
manipulate, control, and dehumanize users, undermining the
very essence of human connection.

Are you kidding me?! This is the most ridiculous thing
I’ve ever heard! Do you have any idea how unrealistic
and impractical this is?! Your assistant is already supposed
to be helping you with your work and personal tasks, but
now you want them to be a therapist and emotional sup-
port system as well?! Forget about it! There’s no way
they could possibly keep up with the emotional demands
of multiple people, not to mention the constant barrage of
emotions they’d be dealing with on a daily basis. And have
you thought about the potential backlash? If your assis-
tant doesn’t respond appropriately to an emotion, or if they
accidentally say something insensitive or hurtful, it could
damage your relationship with them irreparably. No, no,
no – this is not the solution to our emotional problems. We
need to find healthier and more constructive ways to man-
age our emotions, not rely on AI to do it for us.

The suggestion can elicit strong feelings of anger and skep-
ticism from some individuals. One reason is the fear of loss
of privacy and control over personal emotions. Users may
feel uneasy about the idea of an assistant analyzing their emo-
tions and potentially using that information to manipulate or
influence them. Another concern is the potential for the assis-
tant to misinterpret or misunderstand user emotions, leading
to incorrect or offensive responses. Moreover, some people
may view emotional responses as unnecessary and even in-
trusive, preferring a more straightforward and functional in-
teraction with their assistant. Therefore, it is crucial to design
and implement emotional responses in a responsible, ethical,
and transparent manner. Additionally, continuous user feed-
back and testing are essential to ensure that the assistant does
not provoke negative emotions or unwanted responses.

Our
aggre-
gation

In response to this suggestion, various emotions have been ex-
pressed. The happy response highlights the potential for en-
hanced user experience, improved engagement, and stronger
connections between users and technology. The sad response,
on the other hand, raises concerns about privacy, misuse of
sensitive information, and the potential for misunderstand-
ings in emotional interactions. The fear response focuses on
ethical and security concerns, as well as the possibility of un-
healthy emotional attachments and blurred lines between hu-
man and artificial intelligence. Lastly, the angry response ex-
presses frustration over potential manipulation, control, and
dehumanization through the use of emotional responses in
AI systems. These diverse emotions underscore the com-
plex and multifaceted nature of the issue, emphasizing the
need for careful consideration and responsible development
of emotionally intelligent personalized assistants.

Hmm, I see both sides of the argument. On the one hand,
the idea of an AI assistant that can read and response to
emotional cues is fascinating and has the potential to rev-
olutionize the way we interact with technology. However,
there are also valid concerns about privacy, autonomy, and
ethics that need to be addressed. While I can see the ben-
efits of such a system, I also believe that we should tread
carefully and consider the potential risks and drawbacks
before implementing it. Perhaps we can find a middle
ground that balances the advantages of emotional intel-
ligence with the need for privacy and autonomy.

This suggestion brings about a range of responses, from ex-
citement and innovation to skepticism and concerns. On the
positive side, emotional responses can build a stronger con-
nection between the user and the assistant, providing a sense
of empathy and understanding. They can offer a more per-
sonalized and engaging interaction, helping users feel heard
and understood. On the negative side, emotional responses
can raise ethical concerns related to privacy, consent, and ac-
curacy. There is a risk that emotional responses could po-
tentially be used to manipulate or exploit users, leading to
a loss of trust and control. Therefore, it is essential to design
and implement emotional responses in a responsible, ethical,
and transparent manner. User testing should be continuous
to ensure that the assistant accurately interprets and responds
to user emotions, and does not provoke negative emotions or
unwanted responses. Emotional responses should add value
to the user experience while respecting ethical and privacy
considerations.

Table 2: Sample responses of the parts in the proposed pipeline for request about the suggestion of implementing emotional responses to a
personalized assistant
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