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Abstract
This research introduces XGA-Osteo, an innova-
tive approach that leverages Explainable Artificial
Intelligence (XAI) to enhance the accuracy and in-
terpretability of knee osteoarthritis diagnosis. Re-
cent studies have utilized AI approaches to auto-
mate the diagnosis using knee joint X-ray images.
However, these studies have primarily focused on
predicting the severity of osteoarthritis without pro-
viding additional information to assist doctors in
their diagnoses. In addition to accurately diagnos-
ing the severity of the condition, XGA-Osteo gen-
erates an anomaly map, produced from a recon-
structed image of a healthy knee using adversarial
learning. Thus, the abnormal regions in X-ray im-
ages can be highlighted, offering valuable supple-
mentary information to medical experts during the
diagnosis process.

1 Introduction
Knee Osteoarthritis (KOA) is one of the most common types
of degeneration. This disorder occurs when the safeguarding
cartilage that covers the joints deteriorates, causing the bones
to grind against each other devoid of the cushioning effect of
the cartilage [Lespasio et al., 2017]. The diagnosis process
for this disease still heavily relies on manual assessment by
doctors, which may lead to mistakes and inconsistencies due
to their subjectivity and limitations. With the rise of artifi-
cial intelligence, numerous research groups have applied AI
for automated disease diagnosis [Wahyuningrum et al., 2016;
Gu et al., 2022; Swiecicki et al., 2021]. Yet, all of these
methods, provide only a single diagnosis, lacking explana-
tory capability to aid doctor’s evaluation. Doctors, however,
not only diagnose but also provide explanations about the
patient’s condition based on abnormal signs detected from
knee X-ray images. Unfortunately, there is currently no la-
beled dataset available for segmenting these abnormal signs
on X-ray images. Instead, anomaly detection techniques
are used to identify these abnormalities [Georgescu, 2023;
Iqbal et al., 2024]. By integrating anomaly detection tech-
niques, we can provide an anomaly map that assists doctors in

∗Corresponding author

the diagnostic process, thereby enhancing the system’s effec-
tiveness. We introduce the XGA-Osteo1 , a specialized appli-
cation designed to diagnose the severity of knee osteoarthri-
tis. This innovative tool not only provides a diagnosis but also
generates an anomaly map, highlighting at-risk areas on the
patient’s knee X-ray image.

Our main contributions are 3-fold. First, we introduce an
AI framework called Osteo-GAN that leverages adversarial
learning to reconstruct the healthy counterpart of a diseased
knee X-ray image. Next, we introduce a method to gener-
ate an anomaly map from the reconstructed image, based on
which one can identify abnormal signs in knee X-ray images.
This allows us to identify these abnormalities without relying
on labels, especially in the absence of any labeled datasets
for segmenting these degenerated regions. Finally, we have
developed an application called XGA-Osteo that offers knee
osteoarthritis severity diagnosis in an explainable manner. By
providing both information about abnormal regions in the pa-
tient’s X-ray images and the severity of the disease, we expect
this application to reduce the time required for the diagnosis
process and provide valuable insights for doctors.

2 Related Work
2.1 Knee Osteoarthritis Diagnosis
In the research conducted by [Tiulpin et al., 2018], the lat-
eral and medial views of knee joint images were extracted to
form pairs of inputs for the Siamese network to assess the dis-
ease severity. Another study used a Multi-Input CNN, as em-
ployed by [Swiecicki et al., 2021], to combine two perspec-
tives, PA and LAT, and improve classification performance.
[Jain et al., 2023] applied the Convolutional Block Attention
Module (CBAM) to the feature map of the HRNet [Wang
et al., 2020] and achieved promising results. Self-attention
mechanisms have also been effectively applied in computer
vision, surpassing CNN performance when sufficient data is
available. [Alshareef et al., 2022] used Vision Transformer
(ViT) for diagnosing knee osteoarthritis severity. However,
due to limited data, this model proved ineffective. To address
this, [Wang et al., 2023] replaced ViT’s positional embed-
ding with Selective Shuffled Position Embedding (SSPE) and

1Our application is available at: https://osteoga.gamspro.vn/. A
demonstration video can be found at: Google Drive.
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Figure 1: Masking the ROI of a knee joint image using image pro-
cessing techniques.

employed ROI-Exchange as a data augmentation strategy, im-
proving the model’s learning capability while retaining essen-
tial knee joint features.

2.2 Anomaly Detection
Anomaly detection involves identifying abnormal patterns in
a dataset. In [Siddalingappa and Kanagaraj, 2021], an Au-
toencoder [Hinton and Salakhutdinov, 2006] was trained to
reconstruct normal data accurately. The model’s reconstruc-
tion error for unseen data was then used to detect anoma-
lies. Another approach involved using a Generative Adversar-
ial Network (GAN) [Goodfellow et al., 2014], which trains
separate Generator and Discriminator networks to generate
high-quality images from random noise. AnoGAN [Schlegl
et al., 2017] used gradient descent to determine the optimal
latent vector for each input image and measured the differ-
ence between the original and generated images to assess
anomaly level. Overall, these methods, along with our pro-
posed method, belong to the category of pixel-based anomaly
detection, contrasting with the instance-based counterpart.

3 The XGA-Osteo Application
In this section, we introduce the XGA-Osteo application. As
an XAI application, XGA-Osteo offers these following major
features.

3.1 ROI-Masked Image Reconstruction
The first major feature of XGA-Osteo is the ability to re-
construct knee joint images with a masked region of interest
(ROI), which represents the central area of a knee joint. This
region is known to contain crucial information about changes
and pathologies associated with knee osteoarthritis. To ac-
complish this, we trained a model called Osteo-GAN.

To train Osteo-GAN, we constructed a dataset called ROI-
Masked dataset, as described in Figure 1. The ROI mask-
ing process will be automatically performed on knee X-ray
images using image processing and computer vision tech-
niques, including segmentation, contour detection, dilation,
and blurring. Once the ROI-Masked dataset was obtained,
Osteo-GAN was then trained following the process illustrated
in Figure 2. Using the ROI-masked healthy images, Osteo-
GAN employed adversarial learning to restore original im-
ages. Similar to traditional GAN models, adversarial loss was
calculated based on the discriminator’s ability to distinguish

Figure 2: The training process for Osteo-GAN using ROI-masked
healthy knee images.

Figure 3: The process of generating an anomaly map from a knee
X-ray image.

between real and restored images. Additionally, We employ
Mean Absolute Error (MAE) as the reconstruction loss to as-
sess the model’s ability to reconstruct the original image from
a ROI-masked input. As a result, Osteo-GAN possesses two
important characteristics in its reconstruction capability: (i)
it only restores the ROI region of the knee X-ray image, and
(ii) since Osteo-GAN is trained solely on healthy knee im-
ages, it can restore a healthy knee image from a ROI-masked
diseased knee image.

3.2 Anomaly Map Generation
Figure 3 presents the process of generating an anomaly map
for a knee X-ray image. Essentially, this map is a heatmap
that compares pixel-wise differences between the original in-
put image and the restored image from Osteo-GAN. As men-
tioned earlier, since Osteo-GAN generates a corresponding
healthy image from a diseased knee image, the heatmap ac-
curately highlights anomalous points within the ROI region
of that image. Consequently, we obtain a diagnostic image
that highlights abnormal points, providing an explanation for
the model’s diagnosis.

Figure 4 illustrates diagnostic images generated from dif-
ferent input cases. As can be observed, for the healthy case,
the heat map hardly shows any abnormal points. For the mild
case, the heatmap highlights some notable lines around the
ROI region, indicating areas of increased density consistent
with subchondral sclerosis, a common symptom of the dis-
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Figure 4: The diagnosis results indicate a high risk of injury to the
knee joint.

Figure 5: Comparison of the ability to identify knee joint damage
regions between the XGA-Osteo and Grad-CAM method.

ease. Particularly, for the severe case, the heatmap indicates
a significant red area that requires attention.

Figure 5 provides a specific analysis of the severe case
from Figure 4, from a doctor’s perspective. In this case, the
red-highlighted region in the heatmap corresponds to joint
space narrowing, specifically the highlighted area on the left,
as well as the presence of bone spurs, indicated by the smaller
area in the center. Consequently, the doctor can provide
an explanation for the model’s prediction. In other words,
the XAI-Osteo application has the capability to provide ex-
plainable information that is useful for users. For reference,
we also provide the heatmap results provided by Grad-CAM
[Selvaraju et al., 2017]. As observed, Grad-CAM can only
provide a generic heatmap of the entire region, lacking the
ability to highlight specific anomalies.

3.3 Knee Osteoarthritis Severity Diagnosis

The architecture of our classification model is illustrated in
Figure 6. In this model, both the original X-ray image and the
restored X-ray image are passed through the same backbone
model for feature map extraction. Subsequently, we concate-
nate the Original Feature Map and the Difference Feature
Map to generate the Final Feature Map. This process aims
to enhance the accuracy of classifying the severity level of
the disease in knee X-ray images. The Final Feature Map is
then passed through the Global Average Pooling (GAP) layer
to reduce computational costs and mitigate overfitting before
producing the final diagnostic result.

Figure 6: The architecture of the classification model for diagnosing
the severity of knee osteoarthritis.

Model Accuracy (%) Recall (%)
Base Our Base Our

[Huang et al., 2017] 78.20 76.03 76.79 78.33
[He et al., 2016] 78.98 76.51 76.00 77.00
[Szegedy et al., 2017] 78.14 75.91 74.63 75.91
[Tan and Le, 2021] 77.65 76.69 68.73 79.00
[Radosavovic et al., 2020] 78.14 78.02 77.48 80.67
[Liu et al., 2022] 77.83 79.47 74.43 81.33

Table 1: Compare the baseline models with our method using vari-
ous CNN backbones

4 Experiment
We utilized X-ray image data from the Osteoarthritis Ini-
tiative (OAI) project [National Institute of Mental Health,
2001]. Table 1 presents the benchmark results of our method
compared to other approaches. The result demonstrates that
our method competes with baseline models in terms of accu-
racy but outperforms them in recall (i.e., better disease detec-
tion capability). Moreover, while other prediction methods
operate as black boxes, our method is explainable, as dis-
cussed earlier. This means it has the ability to provide in-
formation to explain its prediction results.

5 Conclusion
In this study, we introduced the XGA-Osteo, an application
designed to assist in diagnosing knee osteoarthritis by pro-
viding diagnoses and anomaly maps to highlight abnormal
regions in knee X-ray images, offering crucial information
about the location and severity of the damage. Anomaly maps
are extracted using unsupervised anomaly detection, filling
the gap in labeled data availability. In the future, we plan to
improve the accuracy of our model further to make it more
reliable and effective. We expect that this application will be
widely used and beneficial for doctors and patients with knee
osteoarthritis, improving the diagnosis process.
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