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Abstract

Machine unlearning aims to remove specific
knowledge from a well-trained machine learning
model. This topic has gained significant attention
recently due to the widespread adoption of machine
learning models across various applications and the
accompanying privacy, legal, and ethical consider-
ations. During the unlearning process, models are
typically presented with data that specifies which
information should be erased and which should be
retained. Nonetheless, practical challenges arise
due to prevalent issues of data quality issues and
access restrictions. This paper explores these chal-
lenges and introduces strategies to address prob-
lems related to unsupervised data, weakly super-
vised data, and scenarios characterized by zero-
shot and federated data availability. Finally, we dis-
cuss related open questions, particularly concern-
ing evaluation metrics, how the forgetting informa-
tion is represented and delivered, and the unique
challenges posed by large generative models.

1 Introduction
Machine unlearning [Bourtoule et al., 2021] aims to remove
specific information from a well-trained machine learning
model. It arises from concerns about private information
leakage, ensuring the “right-to-be-forgotten” for particular
data [Kwak et al., 2017]. This right has been formally in-
corporated into legal regulations, such as the GDPR [Voigt
and Von dem Bussche, 2017] and CCPA [de la Torre, 2018].
With the development and widespread use of generative mod-
els, there are also concerns about generating unethical con-
tent, highlighting the need to remove learned knowledge from
these models [Liu et al., 2024]. Due to privacy, legal, and eth-
ical requirements, machine unlearning has gained significant
attention in recent years. Various methods have been pro-
posed to address unlearning problems with different levels
of accuracy and for various applications. For more compre-
hensive details on machine unlearning, refer to surveys such
as [Xu et al., 2024; Nguyen et al., 2022].

A typical machine unlearning problem can be formalized
as follows [Bourtoule et al., 2021]. Initially, a well-trained

model is obtained from the training data. When a forget-
ting request is submitted, it usually includes forgetting data,
which represents the information to be removed, and remain-
ing data, which represents the information to be retained.
The forgetting data and remaining data are partitions of the
original training data. An unlearning algorithm is then de-
signed to remove the information associated with the forget-
ting data from the model. Retraining the model using only
the remaining data is a potential solution to this unlearning
request [Zhang et al., 2022; Di et al., 2023]. However, due to
concerns about efficiency or other constraints, retraining may
not always be feasible. Consequently, researchers are explor-
ing better strategies to approximate such retraining [Thudi et
al., 2022; Chundawat et al., 2023b; Kurmanji et al., 2023;
Shen et al., 2024a].

In a typical machine learning process, one crucial factor
is the data—specifically, the information to be forgotten and
the information to be retained. However, data quality and ac-
cess issues are prevalent in machine learning. A common
data quality issue is the weak supervision problem [Zhou,
2018] in supervised learning, where annotations are low-
quality due to being incomplete, inaccurate, or inexact. Re-
search in this area has proposed methods for learning from
noisy labels [Han et al., 2018], positive-unlabeled data [Su
et al., 2021], partial labels [Lv et al., 2024], and comple-
mentary labels [Gao et al., 2023]. Additionally, data ac-
cess can be problematic, necessitating algorithms for zero-
shot learning [Romera-Paredes and Torr, 2015], which as-
sumes no data is available for a particular domain, or fed-
erated learning [Konečný et al., ], which assumes data is dis-
tributed across different nodes and cannot be shared. These
data challenges are fundamental in machine learning due to
the costs of data collection and labeling, as well as restric-
tions on data sharing. In the context of machine unlearning,
similar issues could also arise. It is worth exploring what
strategies can be implemented to overcome data quality and
access problems in unlearning.

In this paper, we explore various approaches and method-
ologies to address data quality and access issues in the con-
text of machine unlearning. For the quality challenge, we
introduce works that enable machine unlearning when the
data is weakly supervised—a supervision-free method Label-
Agnostic Forgetting [Shen et al., 2024b] and a universal
weakly supervised method [Tang et al., 2024]. These meth-
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ods address the limitations of traditional unlearning methods
that rely on well-annotated datasets. Label-agnostic forget-
ting leverages variational autoencoders to model data distri-
butions, allowing the system to unlearn specific data with-
out exact label information. Weakly supervised unlearning
focuses on the uniformity of the model’s prediction distribu-
tion, diluting distinctiveness in model predictions without di-
rect label reliance. We then shift our attention to the data
access problem, particularly when the intention is to forget
a particular class of data but no forgetting or remaining data
is provided, except the class name [Chundawat et al., 2023a;
Zhang et al., 2024]. Additionally, we discuss briefly on a
federated learning setting, where the objective is to forget
knowledge learned from a particular node [Liu et al., 2021;
Cao et al., 2023; Fraboni et al., 2024]. These techniques col-
lectively address both the quality and accessibility challenges
in machine unlearning, paving the way for more robust and
flexible unlearning methods. After introducing these current
advancements, we will provide our reflections and discuss
open problems related to these issues. Evaluation metrics
need to be designed to address the unique challenges and di-
verse requirements of machine unlearning tasks, particularly
those affected by data quality and access issues. Addition-
ally, innovative methods are needed for online unlearning,
interaction-based unlearning in large language models, and
forgetting information expressed through natural language or
specific data-based requests. These open problems require
further research and exploration to advance the field.

2 Quality Challenge
Traditional unlearning methods predominantly rely on super-
vised learning processes, which necessitate well-annotated
datasets. This requirement presents a substantial challenge, as
acquiring extensive, high-quality labels is often costly, time-
consuming, and sometimes infeasible, especially in scenarios
where data privacy must be preserved during the unlearning
process. Furthermore, in many real-world applications, sig-
nificant portions of data remain unannotated or are weakly
labeled, limiting the applicability of conventional unlearning
methods that depend on precise label information to differen-
tiate between data to be forgotten and data to be retained.

Addressing these challenges, two innovative works, the
Label-Agnostic Forgetting [Shen et al., 2024b] and the
weakly supervised unlearning [Tang et al., 2024], offer
groundbreaking approaches to machine unlearning that min-
imize reliance on labeled data. As in the machine learning
case, these two works also evolve from the unsupervised to
weakly supervised paradigms reflects varying degrees of re-
liance on labeled data.

Label-Agnostic Forgetting. A deep model g is composed
of a representation extractor ge and a downstream classi-
fier gc. Since no label is available in label-agnostic forget-
ting, a potential approach would be to adjust the representa-
tion extractor but leave the downstream classifier untouched.
Based on this basic idea, the Label Agnostic Forgetting (LAF)
method [Shen et al., 2024b] divides the unlearning into two
steps– extractor unlearning and representation alignment.

In the extractor unlearning phase, LAF aims to learn an

extractor that preserves the distribution of the remaining data
while dissolving the distribution of the forgetting data. This
is achieved by optimizing the following objective:

θ∗ = argmin
θ

∆(Q(Dr),Pr)−∆(Q(Df ),Pf ),

where ∆(Q(Dr),Pr) represents the discrepancy between the
distributions of the objective extractor on reaming data and
the true remaining data, and ∆(Q(Df ),Pf ) represents the
discrepancy between the distributions of the objective extrac-
tor on forgetting data and the true forgetting data.

To mimic the distributions of the remaining data Dr

and the forgetting data Df , two VAEs (Variational Autoen-
coders) [Kingma and Welling, 2014] are trained to approxi-
mate them. For efficiency, the VAE for Dr is trained on the
original model, leveraging its ability to capture the distribu-
tion of D to approximate Dr. This is more efficient given the
typically smaller size of the forgetting data compared to the
remaining data. In contrast, the VAE for Df is specifically
trained on the forgetting data.

After the extractor adjustment, LAF performs representa-
tion alignment to mitigate performance degradation caused
by approximating Dr’s representation using D’s representa-
tion and to better align with the classifier layer. In this phase,
a small subset of the remaining data can be employed in the
following contrastive-learning style loss function to align the
representation of the adjusted extractor geU against the origi-
nal extractor geD:∑

x∈Xr

log

(
exp(simloss(geU (x), g

e
D(x)))∑

x̂∈Xf
exp(simloss(geU (x̂), g

e
D(x̂))/τ)

)
,

where Xr is a subset of the remaining data, and simloss(·, ·)
is the similarity loss function, such as cosine similarity. This
method enables the LAF approach to achieve unlearning and
alignment without relying on labeled data. In cases where
some training data with extra annotations is available, an ad-
ditional supervised repairing stage can be employed to fine-
tune the model using labeled data.
Weakly-Supervised Unlearning. Compared to the label-
agnostic unlearning introduced earlier, weakly-supervised
unlearning directly utilizes prepared weak labels, particularly
partial labels [Lv et al., 2024], where an instance is associated
with a candidate label set instead of a single label, and noisy
labels [Han et al., 2018], where the provided labels may be in-
correct. The designed weakly-supervised method is based on
the belief that a trained model, after removing specific data,
should exhibit similar predictions for these specific data as an
untrained model that makes random guesses. With this belief,
weakly-supervised unlearning [Tang et al., 2024] is designed
to access only the forgetting data, without remaining data.

In [Tang et al., 2024], a label transformation method, de-
noted as Ti(z, y), is designed. This method transforms a clas-
sifier’s softmax output z for label i depending on the ground
truth y. This transformation ensures an output as the soft la-
bels for unlearning, which attain minimal divergence from
the uniform distribution while maintaining performance on
all outputs except the ground-truth one. Since the ground
truth y may not be accurate in partial label learning or noisy
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label learning, Tang et al. adjust Ti(·, ·) to ensure that all
potential labels are considered and all relevant information
is forgotten. Learning is then conducted using these trans-
formed labels as the soft labels for the forgetting data. This
weakly-supervised learning approach not only directly uses
the weakly supervised labels through transformation but also
eliminates the reliance on the remaining data by using only
the forgetting data.

3 Access Challenge
When introducing weakly-supervised unlearning, we empha-
sized that it does not rely on remaining data. Generally,
due to various regulations, data access may not always be
possible, but at the very least, forgetting data may be es-
sential. However, in a specific unlearning scenario—class-
unlearning, which aims to unlearn an entire class of data—it
is possible to achieve pure zero-shot unlearning, meaning
only a class name is given without any data. Below, we first
introduce this zero-shot unlearning problem, or more accu-
rately, zero-shot class-unlearning [Chundawat et al., 2023a;
Zhang et al., 2024]. Next, we briefly discuss federated un-
learning [Liu et al., 2021; Cao et al., 2023; Fraboni et al.,
2024], another form of data access restriction, where data
needs to be distributed across different nodes and cannot be
transferred between them. Note that for general zero-shot un-
learning, the scenario where unlearning occurs with forget-
ting data but without remaining data is still under-explored.
This may be a promising future direction to investigate.

Zero-shot Unlearning. The Gated Knowledge Transfer
(GKT) method [Chundawat et al., 2023a] first addressed the
zero-shot unlearning problem, which involves removing spe-
cific class information without accessing the original train-
ing data. It uses pseudo data optimization through error
minimization-maximization, generating anti-samples to max-
imize the target loss for the forgetting class and minimize it
for the retaining class. This allows GKT to adjust the model’s
memory to selectively erase data traces while preserving its
utility for other tasks. GKT also includes a gated mechanism
that filters generated samples, ensuring those less likely to be-
long to the forgetting class are used for retraining. It then em-
ploys a “teacher-student” dynamic, where a newly initialized
student network is trained under the guidance of the origi-
nal (teacher) model, enabling the transfer of essential knowl-
edge while omitting unwanted information. By using gener-
ated pseudo samples, GKT performs unlearning tasks without
needing the original data, addressing privacy concerns and re-
ducing storage and computational demands.

Inspired by GKT, a new method called GENIU [Zhang et
al., 2024] has been proposed. GENIU follows the generative-
based unlearning pipeline in GKT and uses a set of generated
proxy data to facilitate unlearning. Unlike GKT, GENIU in-
cludes both a training phase and an unlearning phase. During
the training phase, a generator is trained alongside the classi-
fier using noise samples to preserve information about class
features. In the unlearning phase, these noise samples and
the generator produce reliable proxy samples, which are then
used to update the classifier using an in-batch tuning method.
Similar to LAF, the proxy generator in GENIU employs a

VAE structure to generate proxies that accurately represent
class characteristics, even under imbalanced data conditions.
The noise samples are optimized to be correctly classified
by the classifier, serving as prior knowledge for generating
proxy samples. In-batch tuning ensures that proxies to be
unlearned increase the model’s error while proxies to be re-
tained reduce the error. Supervision samples, selected based
on maximum logit entropy, guide the training of the genera-
tor to ensure proxies are near the decision boundary. In the
unlearning phase, the generator creates proxies used to adjust
the classifier, resulting in an unlearned model that effectively
forgets specified classes without degrading performance on
retained knowledge. GENIU emphasizes the need to prepare
for potential unlearning tasks early in the training phase. It
incorporates additional information within the trained model
to enable efficient and reliable unlearning without needing the
original training data.

Federated Unlearning. Federated unlearning [Gao et al.,
2024; Liu et al., 2021; Cao et al., 2023; Liu et al., 2022;
Jin et al., 2023; Wang et al., 2022; Fraboni et al., 2024; Che et
al., 2023; Xiong et al., 2023] is a scenario where data access
is limited due to data location and regulatory restrictions on
data exchange. In federated unlearning tasks, the goal is often
to unlearn data associated with a particular data location. A
key challenge in federated unlearning is achieving efficiency,
whether in terms of computational costs from retraining or
storage costs from maintaining historical information. Cur-
rent works on federated unlearning typically focus on either
computational efficiency or storage efficiency. For example,
FedEraser [Liu et al., 2021] and SIFU [Fraboni et al., 2024]
use historical data storage for rapid client unlearning, while
methods like Quantized FL [Xiong et al., 2023] and Projected
Gradient Ascent (PGA) [Halimi et al., 2022] also require
historical data storage. Other approaches [Liu et al., 2022;
Jin et al., 2023] need a Hessian computation for storage effi-
ciency. Thus, it is essential to develop an efficient federated
unlearning method that balances both computational and stor-
age requirements.

4 Open Problems
Despite the progress made in improving data quality and ac-
cess for machine unlearning, many challenges still persist.
Addressing these issues is essential for further advancements
in the field. In this section, we highlight some of the key open
problems that require additional research and exploration.

Evaluation. One of the key challenges in machine unlearn-
ing is the evaluation problem. As summarized in [Xu et
al., 2024], various metrics have been proposed to evaluate
the performance of machine unlearning, including retrain-
ing, member inference attack [Shokri et al., 2017], and re-
learning [Tarun et al., 2021]. However, similar to other ma-
chine learning paradigms that employ different evaluation
metrics, such as multi-label learning [Xu et al., 2020], it re-
mains unclear which evaluation method is most suitable for
a given machine unlearning task. This is particularly chal-
lenging because different requirements, such as utility and
privacy, may not always align towards the same goal. Recent
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work [Kurmanji et al., 2023] has highlighted that unlearn-
ing is application-dependent and may have varying needs in
different scenarios. This application-dependent need is espe-
cially relevant for unlearning tasks involving data quality and
access issues. For instance, when dealing with various poor
data quality or limited data access, retraining may not pro-
duce a sufficiently accurate model to serve as the gold stan-
dard in evaluation. Designing evaluation metrics that address
the unique challenges and diverse requirements of machine
unlearning tasks, particularly those affected by data quality
and access issues, remains an open problem.

Forgetting Information Access and Expression. We have
previously explored the zero-shot unlearning problem, where
neither the data to be forgotten nor the remaining data is ac-
cessible for class unlearning. We proposed potential future
research focused on instance unlearning without the avail-
ability of remaining data. In these models, the information
targeted for forgetting is typically a subset of the training
data. However, ethical regulation scenarios often necessitate
unlearning information presented in different forms, such as
natural language instructions (e.g., “forget all personal iden-
tifiers in a model trained on healthcare data”) or specific data-
based requests (e.g., submitting a dataset containing outdated
medical treatment information and requesting the model to
forget all related outdated practices). These practical requests
arise when users need to directly remove specific, potentially
harmful or unethical information without access or time to ex-
amine the original training data. Relevant preliminary work
in this area uses a one-word concept to accurately describe
the unlearning request in complex data scenarios, moving be-
yond traditional data points to define what needs to be forgot-
ten [Chang et al., 2024]. These requests introduce several
challenges to existing unlearning frameworks, which typi-
cally rely on data-based forgetting methods. One initial chal-
lenge is identifying the specific data within the training set
that needs to be forgotten, followed by the challenge of ver-
ifying the success of the unlearning process, especially since
only part of the information in these training subsets requires
removal. This issue is particularly relevant for large genera-
tive models, which may not easily trace how generated con-
tent relates to the training data, yet still need to responsibly
exclude sensitive topics from their outputs.

Online Unlearning. One pressing open problem in ma-
chine unlearning is handling continuous, incremental data
deletion requests, which we term online unlearning to draw
a parallel with online learning [Cesa-Bianchi and Lugosi,
2006], where models are updated continuously with incom-
ing data rather than being trained in batches. One example of
such online unlearning is on a social media platform, where
users frequently request the deletion of their personal data,
such as browsing history or interaction records, to protect
their privacy. These requests are made independently and at
different times, reflecting real-world scenarios where data re-
moval requests arrive incrementally rather than in batches.
Traditional batch unlearning methods struggle with this dy-
namic, facing significant challenges: accumulated perfor-
mance degradation, where each unlearning operation causes
the model’s performance to drop, resulting in a substantial

decline over time; and inefficiency with high computational
costs, as managing frequent requests individually requires re-
peated reprocessing of the remaining data, which is time-
consuming and expensive. Additionally, these methods of-
ten require access to the original training data, which can
be restricted by privacy policies and data access regulations.
Addressing online unlearning necessitates developing inno-
vative approaches that can efficiently handle a stream of data
removal requests, maintain model performance, and operate
without continuous access to the original training data, adapt-
ing to the dynamic nature of data deletion while minimizing
performance degradation and computational costs.

Interaction-based Unlearning in LLM. The widespread
use of LLM, such as ChatGPT, among non-expert users
presents significant challenges to the process of unlearn-
ing. Non-expert users primarily interact with these mod-
els through chat interfaces, without access to the underlying
training processes. This raises critical questions about how to
ensure our sensitive information is forgotten by these models
when we cannot directly control their training. One potential
solution involves designing methods that allow users to pro-
vide specific data through interactions that effectively “fool”
the model into forgetting or erasing previously learned sen-
sitive information. Additionally, well-designed prompts are
needed to test whether the model has successfully forgotten
particular information. Current prompt approaches [Liu et
al., 2023] usually focus on improving interaction quality but
do not intentionally serve the purpose of unlearning. How-
ever, if prompting approaches were adapted to ensure the era-
sure of sensitive information and to verify the success of the
unlearning process, it could potentially be an effective solu-
tion. This approach would promote fairness in information
privacy, allowing non-experts to manage their privacy with-
out needing access to the model’s training processes.

5 Conclusion
In this paper, we focus particularly on the data quality and ac-
cess issues for machine unlearning with classification prob-
lems. We introduce the supervision-free and weakly su-
pervised machine unlearning problems and solutions, and
the machine unlearning with limited data access, particu-
larly class-based zero-shot unlearning and federated learn-
ing, challenges, and solutions. We give some open prob-
lems regarding evaluation, how the forgetting request is repre-
sented (instruction-based unlearning), how the forgetting re-
quest comes (online unlearning), and give our reflection on
what new challenges generative model unlearning can face.
We hope this paper can provide valuable insights and inspire
future research in developing more efficient and effective ma-
chine unlearning techniques.
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