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Abstract

Recent advancements in recommender systems
highlight the importance of metrics beyond accu-
racy, including diversity, serendipity, and fairness.
This paper discusses various aspects of modern rec-
ommender systems, focusing on challenges such
as preference elicitation, the complexity of human
decision-making, and multi-domain applicability.
The integration of Generative AI and Large Lan-
guage Models offers enhanced personalization ca-
pabilities but also raises concerns regarding trans-
parency and fairness. This work examines ongoing
research efforts aimed at developing transparent,
fair, and contextually aware systems. Our approach
seeks to prioritize user wellbeing and responsibil-
ity, contributing to a more equitable and functional
digital environment through advanced technologies
and interdisciplinary insights.

1 Introduction
Recommender systems (RSs) are software tools and tech-
niques designed to suggest items of interest to users by lever-
aging various data sources such as user profiles, item at-
tributes, and historical interactions [Ricci et al., 2022]. They
are widely used in e-commerce, entertainment, social media,
and other domains to enhance user experience and drive busi-
ness growth by providing personalized suggestions. Tradi-
tionally, these systems have focused on maximizing accuracy,
aiming to predict the most relevant items for a user [Jannach
et al., 2016].

However, focusing solely on accuracy can lead to signif-
icant issues, such as the creation of filter bubbles and echo
chambers, where users are only exposed to a narrow set of
content that reinforces their existing preferences. Although
the extent of this effect is uncertain in practice, it can still
limit the diversity of information and perspectives available
to users [Budak et al., 2024].

Additionally, RSs should address fairness to ensure that all
user groups and content creators are treated equitably. Fair-
ness is critical to prevent discrimination and bias, which can
lead to unequal access to information and opportunities [Ek-
strand et al., 2022].

Beyond accuracy and fairness, other metrics such as di-
versity, serendipity, and user wellbeing have become increas-
ingly important. Diversity ensures that users are exposed
to a wide range of content, enhancing their experience and
preventing the narrowing of their informational and cultural
horizons [Castells et al., 2015]. Serendipity introduces unex-
pected and novel items to users, making interactions with the
system more engaging and enjoyable [Kaminskas and Bridge,
2017]. Finally, user wellbeing focuses on the ethical and
psychological impacts of recommendations, promoting con-
tent that supports positive mental health and overall satisfac-
tion [Stray et al., 2022].

The integration of Generative AI and Large Language
Models (LLMs) into RSs has brought considerable advance-
ments and new challenges. LLMs have demonstrated sub-
stantial performance enhancements in various applications by
leveraging their ability to process and generate human-like
text [Zhao et al., 2024]. These models, trained on extensive
datasets, can predict and generate relevant content, thereby
improving the personalization and contextual relevance of
recommendations.

However, their deployment also raises concerns regarding
explainabilty, transparency, and ethical considerations, par-
ticularly in ensuring that generated recommendations are ac-
curate, fair, and unbiased.

The application of LLMs across various domains offers
both opportunities and challenges. In the news and media
domain, for example, LLMs can enhance user engagement
by providing personalized content, but ensuring diversity and
addressing bias is crucial to prevent misinformation and echo
chambers. In e-commerce, LLMs can help improve the shop-
ping experience with tailored product suggestions, but ad-
dressing fairness and bias is essential to ensure fair access
to products. In the tourism sector, LLMs offer personalized
travel recommendations, enhancing trip planning, but main-
taining accuracy and relevance given the dynamic nature of
travel information requires innovative and hybrid approaches.

Moreover, ethical considerations in deploying these mod-
els call for continuous monitoring and refinement. While
LLMs have transformative potential, addressing challenges of
accuracy, diversity, fairness, and transparency is fundamental.
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2 Our Approach and Contributions
At the Christian Doppler Lab for Recommender Systems1 at
TU Wien, Austria, we address the complex challenges faced
by modern RSs by integrating advanced technologies and in-
terdisciplinary insights. Our research aims to enhance both
the impact and ethical standards of RSs through the follow-
ing approaches:

2.1 Enhancing Diversity and Serendipity
Recognizing the importance of moving beyond accuracy to
include diversity and serendipity, we aim to:

• Conceptualize and develop diversification algorithms
and serendipity metrics to expose users to a broad range
of content, introducing unexpected and novel items to
make interactions more engaging and enjoyable.

These techniques ensure users receive a wide spectrum of
recommendations that enhance their overall experience and
promote media pluralism, helping to avoid the pitfalls of
overly personalized content and contributing to a more di-
verse information ecosystem [Basso et al., 2023; Knees et
al., 2023; Modre et al., 2023; Neidhardt and Sertkan, 2022;
Nalis et al., 2024; Sertkan et al., 2022; Sertkan and Neid-
hardt, 2022; Kolb et al., 2023a].

2.2 Fairness and Ethical Considerations
Ensuring fairness and ethical standards is crucial for main-
taining user trust and equity. Our strategies include:

• Developing fairness-aware algorithms, implementing
bias mitigation techniques, and evaluating community-
level fairness using group detection approaches to en-
sure equitable treatment of all user groups and content
creators.

By addressing these ethical considerations, we aim to cre-
ate RSs that promote inclusivity and fairness across vari-
ous domains, preventing algorithmic gatekeeping that can
lead to discriminatory outcomes. This responsibility is fun-
damental to fostering a trustworthy and deliberative digi-
tal environment [Huebner et al., 2024; Kolb et al., 2022;
Modre et al., 2023; Pachinger et al., 2023].

2.3 Integration of Psychological Insights
Incorporating psychological insights allows us to tailor rec-
ommendations more effectively, helping and supporting users
rather than manipulating them. Our methods include:

• Transitioning from simplistic emotion models to dy-
namic, contextualized understandings based on the the-
ory of constructed emotions, adjusting recommenda-
tions according to users’ current emotional states, and
incorporating expressed emotions within user behavior
and item descriptions to improve accuracy and engage-
ment.

This approach significantly enhances personalization by
considering the complexity and context of emotions and the
nuances of language [Modre et al., 2023; Nalis and Neid-
hardt, 2023; Pachinger et al., 2024; Sertkan and Neidhardt,
2022; Sertkan and Neidhardt, 2023; Wagne et al., 2024].

1https://recsys-lab.at

2.4 User-Centric and Context-Aware
Recommendations

Focusing on the user’s current context and long-term prefer-
ences, our research emphasizes:

• Utilizing contextual data such as location, time, and
social context to continuously adapt recommendations
based on changing user preferences. We advance vari-
ous algorithms to provide relevant suggestions and de-
velop models to classify user roles and understand their
behavior.

• Implementing a comprehensive multi-perspective anal-
ysis to evaluate user experiences, develop cross-domain
recommendations, compare image captioning models,
and explore intermediate fusion strategies for session-
based recommender systems (SBRS).

This methodology ensures that recommendations remain
relevant and personalized, addressing the dynamic nature of
user behavior and preferences [Aayesha et al., 2024; Godolja
et al., 2024; Scholz et al., 2024].

2.5 Explainability and Transparency
We are committed to enhancing the explainability and trans-
parency of RSs to build user trust. Our efforts involve:

• Integrating methods that provide clear and understand-
able explanations for recommendations and ensuring
transparency mechanisms so users can understand how
and why certain recommendations are made.

We believe that transparency is essential for fostering ac-
countability and trust in the recommendation process [Knees
et al., 2023; Modre et al., 2023; Kolb et al., 2023a].

2.6 Combining Local and Global Knowledge
To improve the relevance and accuracy of recommendations,
we combine the extensive capabilities of LLMs with local
contextual data. This hybrid approach allows us to:

• Utilize global knowledge from LLMs while incorporat-
ing specific local information to provide recommenda-
tions that are both globally informed and locally rele-
vant.

This method addresses issues of data sparsity and hallu-
cination in LLMs, ensuring recommendations are factually
accurate and contextually relevant [Kolb et al., 2023b].

2.7 Social-Aware and Conversational Methods
Implementing advanced user modeling techniques, we en-
hance the recommendation process through:

• Engaging users in interactive dialogues, incorporating
social context, integrating LLMs in Conversational Rec-
ommender Systems (CRSs), and considering group dy-
namics to provide more personalized and engaging rec-
ommendations.

These methods are applied to improve preference elicita-
tion and user satisfaction and engagement [Aayesha et al.,
2024].
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2.8 Digital Humanism (DigHum)
Our research aligns with Digital Humanism principles, em-
phasizing human-centric values in digital technology devel-
opment [Werthner, 2024]. This approach ensures that RSs
promote human dignity, autonomy, and inclusivity by:

• Designing algorithms that prioritize fairness, trans-
parency, user wellbeing, diversity, and accountability.

Additionally, the Christian Doppler Lab for Recommender
Systems at TU Wien is connected with the UNESCO Chair
on Digital Humanism2, with Julia Neidhardt serving as co-
chairholder, underscoring our commitment to these values.
This collaboration aims to advance RSs that are responsible
and supportive of user autonomy, fostering a more equitable
and inclusive digital environment in line with Digital Human-
ism principles [Knees et al., 2023; Neidhardt et al., 2022;
Werthner, 2024].

3 Challenges
Despite significant advancements, integrating advanced tech-
nologies and interdisciplinary insights into RSs brings forth
several challenges that need to be addressed to enhance both
effectiveness and ethical standards.

3.1 User Modeling
Creating accurate and comprehensive user models is a com-
plex task. These models need to understand users on mul-
tiple levels. Achieving a balance between latent user mod-
els, which use deep learning to map users into a latent vector
space, and domain models, which rely on expert knowledge,
is essential. Combining these models into a hybrid approach
is particularly challenging, especially when it comes to distin-
guishing between long-term and short-term user preferences
[Zhang et al., 2021].

3.2 Preference Elicitation and Cold-Start Problem
Effective user modeling requires accurately representing user
preferences, which is difficult due to the cold-start problem,
variability in user intents, and the complexity of expressing
preferences.

Innovative methods such as gamified and conversational
elicitation techniques are needed to engage users without
overwhelming them. Adaptive user models that refine pref-
erences during interactions can also address these issues.
Additionally, LLMs can assist in mitigating cold-start prob-
lems by generating initial user preferences and content rec-
ommendations based on minimal input data, leveraging their
extensive training on diverse datasets [Schein et al., 2002;
Amatriain and Basilico, 2015; Sanner et al., 2023].

3.3 Human Decision-Making Complexity
Human decision-making is influenced by various factors, in-
cluding emotions and personality traits, often deviating from
purely logical processes. RSs must balance the trade-off be-
tween effort and accuracy in user decisions, considering hid-
den decision factors through techniques like clustering and

2https://informatics.tuwien.ac.at/digital-humanism/

dimensionality reduction. Leveraging LLMs’ global knowl-
edge can help, but capturing these dimensions and effectively
integrating them presents a significant challenge [Jannach et
al., 2010; Chen et al., 2013].

3.4 Multi-Domain Applicability
RSs typically operate within specific domains, but integrat-
ing insights across varied domains presents a challenge. Each
domain has unique characteristics that influence recommen-
dation effectiveness. Designing systems that recognize and
adapt to these nuances, such as cultural and regional vari-
ations, is crucial. Systematically defining and categorizing
domains and exploring multi-domain scenarios is essential
to avoid overly generalized models that miss nuanced differ-
ences [Ricci et al., 2022; Dacrema et al., 2022].

3.5 Resource Availability
Sufficient data and computational resources are crucial for
training, tuning, and testing models. As RSs become more
sophisticated, the demand for GPU power and scalability in-
creases. Ensuring rapid response times while balancing com-
putational efficiency, model accuracy, and resource availabil-
ity is essential [Zhang et al., 2022; Zhang et al., 2019].

3.6 Generative AI and LLMs
The deployment of LLMs in RSs raises ethical concerns,
particularly related to hallucination (even when using local
knowledge [Chen et al., 2024]), toxic language generation,
and biases in training data. These models, while powerful,
can generate content that is not always factually accurate or
free from harmful biases. Ensuring that LLM-generated rec-
ommendations adhere to ethical standards and promote posi-
tive user experiences is a key challenge.

This involves implementing robust bias mitigation tech-
niques and transparency mechanisms to provide users with
clear and understandable explanations for the recommen-
dations they receive. Additionally, LLMs can sometimes
manipulate user preferences or disseminate fake informa-
tion, which requires continuous monitoring and adjustment
to maintain trustworthiness and reliability [Fan et al., 2023].

3.7 Explainability and Transparency
Enhancing the explainability and transparency of RSs is cru-
cial for building user trust. Methods that provide clear and
understandable explanations for recommendations, as well as
transparency mechanisms that allow users to understand how
and why certain recommendations are made, are essential.
This fosters accountability and trust in the recommendation
process [Wang et al., 2023].

4 Conclusion
RSs have evolved to include metrics such as diversity, fair-
ness, and user wellbeing, beyond just accuracy. The inte-
gration of Generative AI and LLMs offers the potential for
improved performance but also brings new challenges. At
the Christian Doppler Lab for Recommender Systems at TU
Wien, we address these challenges by integrating advanced
technologies and interdisciplinary insights.
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We focus on enhancing diversity and serendipity to en-
rich user experiences, ensuring fairness to treat all users and
content creators adequately, and incorporating psychologi-
cal insights to develop recommendations that truly support
users. Our user-centric and context-aware methods ensure
relevance, while our commitment to explainability and trans-
parency builds trust.

By combining global LLM knowledge with local data, we
improve recommendation accuracy and address data sparsity.
In line with Digital Humanism principles, we promote fair-
ness, transparency, and inclusivity. Despite ongoing chal-
lenges, our research aims to create RSs that users find both
useful and enjoyable.
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