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Abstract
If autonomous AI systems are to be reliably safe in novel sit-
uations, they will need to incorporate general principles guid-
ing them to recognize and avoid harmful behaviours. Such
principles may need to be supported by a binding system of
regulation, which would need the underlying principles to be
widely accepted. They should also be specific enough for
technical implementation. Drawing inspiration from law, this
article explains how negative human rights could fulfil the
role of such principles and serve as a foundation both for
an international regulatory system and for building technical
safety constraints for future AI systems.
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