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Abstract

Training deep neural networks (DNNs) usually re-
quires massive training data and computational re-
sources. Users who cannot afford this may prefer to
outsource training to a third party or resort to pub-
licly available pre-trained models. Unfortunately,
doing so facilitates a new training-time attack (i.e.,
backdoor attack) against DNNs. This attack aims to
induce misclassification of input samples contain-
ing adversary-specified trigger patterns. In this pa-
per, we first conduct a layer-wise feature analysis of
poisoned and benign samples from the target class.
We find out that the feature difference between be-
nign and poisoned samples tends to be maximum
at a critical layer, which is not always the one typ-
ically used in existing defenses, namely the layer
before fully-connected layers. We also demonstrate
how to locate this critical layer based on the behav-
iors of benign samples. We then propose a sim-
ple yet effective method to filter poisoned samples
by analyzing the feature differences between suspi-
cious and benign samples at the critical layer. Ex-
tensive experiments on two benchmark datasets are
reported which confirm the effectiveness of our de-
fense.

1 Introduction
In recent years, deep neural networks (DNNs) have success-
fully been applied in many tasks, such as computer vision,
natural language processing, and speech recognition. How-
ever, training DNNs requires massive training data and com-
putational resources, and users who cannot afford it may opt
to outsource training to a third-party (e.g., a cloud service)
or leverage pre-trained DNNs. Unfortunately, losing control
over training facilitates backdoor attacks [Chen et al., 2017;
Gu et al., 2019; Li et al., 2022] against DNNs. In these at-
tacks, the adversary poisons a few training samples to cause
the DNN to misclassify samples containing predefined trig-
ger patterns into an adversary-specified target class. Never-
theless, the attacked models behave normally on benign sam-
ples, which makes the attack stealthy. Since DNNs are used
in many mission-critical tasks (e.g., autonomous driving, or

facial recognition), it is urgent to design effective defenses
against these attacks.

Among all backdoor defenses in the literature, backdoor
detection is one of the most important paradigms, where de-
fenders attempt to detect whether a suspicious object (e.g.,
model or sample) is malicious. Currently, most existing back-
door detectors assume poisoned samples have different fea-
ture representations from benign samples, and they tend to
focus on the layer before the fully connected layers [Chen et
al., 2019; Tang et al., 2021; Hayase and Kong, 2021]. See
the supplementary materials or [Jebreel et al., 2023] for
a review of related work on backdoor attacks and defenses.
Two intriguing questions arise: (1) Is this layer always the
most critical place for backdoor detection? (2) If not, how to
find the critical layer for designing more effective backdoor
detection?

In this paper1, we give a negative answer to the first ques-
tion (see Figure 1). To answer the second one, we conduct
a layer-wise feature analysis of poisoned and benign sam-
ples from the target class. We find out that the feature dif-
ference between benign and poisoned samples tends to reach
the maximum at a critical layer, which can be easily located
based on the behaviors of benign samples. Specifically, the
critical layer is the one or near the one that contributes most
to assigning benign samples to their true class. Based on this
finding, we propose a simple yet effective method to filter poi-
soned samples by analyzing the feature differences (measured
by cosine similarity) between incoming suspicious samples
and a few benign samples at the critical layer. Our method
can serve as a ‘firewall’ for deployed DNNs to identify, block,
and trace malicious inputs. In short, our main contributions
are four-fold. (1) We demonstrate that the features of poi-
soned and benign samples are not always clearly separable
at the layer before fully connected layers, which is the one
typically used in existing defenses. (2) We conduct a layer-
wise feature analysis aimed at locating the critical layer where
the separation between poisoned and benign samples is neat-
est. (3) We propose a backdoor detection method to filter poi-
soned samples by analyzing the feature differences between
suspicious and benign samples at the critical layer. (4) We
conduct extensive experiments on two benchmark datasets to
assess the effectiveness of our proposed defense.

1This is an extended abstract of [Jebreel et al., 2023].
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Figure 1: PCA-based visualization of features of benign (green) and
poisoned samples (red) generated by the layer before the fully con-
nected layers of models attacked by BadNets and Blended.Features
of poisoned and benign samples are not well separated on the GT-
SRB benchmark.

2 Layer-wise Feature Analysis
We notice that the predictions of attacked DNNs for both be-
nign samples from the target class and poisoned samples are
all the target label. The attacked DNNs mainly exploit class-
relevant features to predict these benign samples while they
use trigger-related features for poisoned samples. We suggest
that defenders could exploit this difference to design effec-
tive backdoor detection. To explore their main differences,
we conduct a layer-wise analysis, as follows.

Definition 1 (Layer-wise centroids of target class fea-
tures). Let f ′ be an attacked DNN with a target class t. Let
Xt = {xi}|Xt|

i=1 be benign samples with true class t, and let
{a1

i , . . . ,a
L
i }

|Xt|
i=1 be their intermediate features generated by

f ′. The centroid of t’s benign features at layer l is defined as
âl
t = 1

|Xt|
∑|Xt|

i=1 al
i, and {â1

t , . . . , â
L
t } is the set of layer-

wise centroids of t’s benign features.

Definition 2 (Layer-wise cosine similarity). Let al
j be the

features generated by layer l for an input xj , and let cslj be
the cosine similarity between al

j and the corresponding t’s
centroid âl

t. The set {cs1j , . . . , csLj } is said to be the layer-
wise cosine similarities between xj and t’s centroids.

Settings. We conducted six representative attacks
on four classical benchmarks: CIFAR10-ResNet18,
CIFAR10-MobileNetV2, GTSRB-ResNet18, and GTSRB-
MobileNetV2. The six attacks were BadNets [Gu et al.,
2019], the backdoor attack with blended strategy (Blended)
[Chen et al., 2017], the label-consistent attack (LC) of
[Turner et al., 2019], WaNet [Nguyen and Tran, 2020b],
ISSBA [Li et al., 2021b], and IAD [Nguyen and Tran,
2020a]. More details on the datasets, DNNs, and attack
settings are presented in the supplementary materials.
Specifically, for each attacked DNN f ′ with a target class
t, we estimated {â1

t , . . . , â
L
t } using 10% of the benign test

samples labeled as t. Then, for the benign and poisoned test
samples classified by f ′ into t, we calculated the layer-wise
cosine similarities between their generated features and the
corresponding estimated centroids. Finally, we visualized the
layer-wise means of the computed cosine similarities of the
benign and poisoned samples to analyze their behaviors.
Results. Figure 2 shows the layer-wise means of cosine sim-
ilarity for benign and poisoned samples with the CIFAR10-
ResNet18 benchmark under the BadNets and ISSBA attacks.

(a) BadNets

(b) ISSBA

Figure 2: Layer-wise behaviors of benign samples from the target
class and poisoned samples (generated by BadNets and ISSBA) on
CIFAR-10 with ResNet-18

As we go deeper into the attacked DNN layers, the gap be-
tween the direction of benign and poisoned features gets
larger until we reach a specific layer where the backdoor trig-
ger is activated, causing poisoned samples to get closer to the
target class. Figure 3 shows the same phenomenon for the
GTSRB-MobileNetV2 benchmark. Further, we can see that
for BadNets the latent features of benign and poisoned sam-
ples are similar in the last layer of the features extractor (i.e.,
layer 17).

Regardless of the attack or benchmark, when we enter the
second half of DNN layers (which usually are class-specific),
benign samples start to get closer to the target class before
the poisoned ones, that are still farther from the target class
because the backdoor trigger is not yet activated. This makes
the difference in similarity maximum in one of those latter
layers, which we call the critical layer. In particular, this
layer is not always the one typically used in existing defenses
(i.e., the layer before fully-connected layers). Besides, we
show that it is very likely to be either the layer that contributes
most to assigning the benign samples to their true target class
(which we name the layer of interest or LOI, circled in blue)
or one of the two layers before the LOI (circled in brown).

Results under other attacks for these benchmarks are pre-
sented in the supplementary materials. In those materials,
we also provide confirmation that the above distinctive be-
haviors hold regardless of the datasets or models being used.
From the analysis above, we can conclude that focusing on
those circled layers can help develop a simple and robust de-
fense against backdoor attacks.
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(a) BadNets

(b) ISSBA

Figure 3: Layer-wise behaviors of benign samples from the target
class and poisoned samples (generated by BadNets and ISSBA) on
GTSRB with MobileNetV2

3 The Proposed Defense
Threat Model. Consider a user that obtains a suspicious
trained fs that might contain hidden backdoors. We assume
that the user has limited computational resources or benign
samples, and therefore cannot repair fs. The user wants to
defend by detecting at inference time whether a suspicious
incoming input xs is poisoned, given fs. Similar to exist-
ing defenses, we assume that a small set of benign samples
Xval is available to the user/defender. We denote the avail-
able samples that belong to a potential class t as Xtval

. Let
m = |Xtval

| denote the number of available samples labeled
as t.

Method Design. Based on the lessons learned in Section 2,
our method to detect poisoned samples at inference time con-
sists of four steps. 1) Estimate the layer-wise features’ cen-
troids of class t for each of layers ⌊L/2⌋ to L using the class’s
available benign samples. 2) Compute the cosine similarities
between the extracted features and the estimated centroids,
and then compute the layer-wise means of the computed co-
sine similarities. 3) Identify the layer of interest (LOI) as per
Algorithm 1, sum up the cosine similarities in LOI and the
two layers before LOI (sample-wise), and compute the mean
and standard deviation of the summed cosine similarities. 4)
For any suspicious incoming input xs classified as t by fs,
4.1) compute its cosine similarities to the estimated centroids
in the above-mentioned three layers, and 4.2) consider it as a
potentially poisoned input if its summed similarities fall be-
low the obtained mean by a specific number τ of standard de-
viations (called threshold in what follows). A detailed pseu-

Algorithm 1 Identify layer of interest (LOI).

Input: Cosine similarities {ĉs⌊L/2⌋
t , . . . , ĉsLt } for poten-

tial target class t

1: maxdiff ← ĉs
⌊L/2⌋+1
t − ĉs

⌊L/2⌋
t ; LOIt ← ⌊L/2⌋+ 1;

2: for l ∈ {⌊L/2⌋+ 2, . . . , L} do
3: ldiff ← ĉslt − ĉsl−1

t ;
4: if ldiff > maxdiff then
5: maxdiff ← ldiff ; LOIt ← l;
6: return LOIt.

Benign sample

BadNets Blended LC WaNet ISSBA IAD

Poisoned sample

Figure 4: The example of benign samples and their poisoned ver-
sions generated by six representative backdoor attacks.

docode can be found in the supplementary materials.

4 Experiments
The attacks considered were those mentioned in Section 2.
Figure 4 shows an example of poisoned samples generated
by different attacks. More details on the data sets, the
DNNs, the attack and defense baselines, the attack and de-
fense setup and the evaluation metrics can be found in the
supplementary materials or [Jebreel et al., 2023]. The
source code, pre-trained models, and poisoned test sets
of our defense are available at https://github.com/
NajeebJebreel/DBALFA.

For each attack, we ran each defense five times for a fair
comparison. Due to space limitations, we present the average
TPR and FPR in this section. Please refer to our supplemen-
tary materials for more detailed results.

As shown in Tables 1 and 2, existing defenses —
RS [Rosenfeld et al., 2020], ShPd [Li et al., 2021a], AC
[Chen et al., 2019], STRIP [Gao et al., 2022], SCAn [Tang et
al., 2021], and FP [Liu et al., 2018]— failed to detect attacks
with low TPR or high FPR in many cases, especially on the
GTSRB dataset. For example, AC failed in most cases on GT-
SRB, although it had promising performance on CIFAR-10.
In contrast, our method had good performance in detecting
all attacks on both datasets. There were only a few cases (4
over 28) where our approach was neither optimal nor close
to optimal. In these cases, our detection was still on par with
state-of-the-art methods, and another indicator (i.e., TPR or
FPR) was significantly better than them. For example, when
defending against the blended attack on the GTSRB dataset,
the TPR of our method was 69.44% larger than that of FP,
which had the smallest FPR in this case. These results con-
firm the effectiveness of our detection.

Further, we analyzed the performance of attacks, the ef-
fects of the detection threshold, the effects of the poison-
ing rate, the effectiveness of our layer selection, and the re-
sistance to adaptive attacks. Sample-specific attacks (e.g.,
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Attack→ BadNets Blended LC WaNet ISSBA IAD Avg
Metric→
Defense↓ TPR FPR TPR FPR TPR FPR TPR FPR TPR FPR TPR FPR TPR FPR

RS 9.84 8.00 7.35 5.76 9.21 7.52 98.48 10.00 8.83 8.72 13.28 6.36 24.50 7.73
ShPd 94.28 13.31 49.72 12.89 69.87 13.18 36.25 17.69 95.22 5.50 42.74 7.56 64.68 11.69

FP 96.10 17.13 96.23 16.16 94.76 17.31 96.01 18.64 98.98 19.53 97.08 22.52 96.53 18.55
AC 99.52 31.14 100.00 30.69 100.00 31.16 99.18 32.44 99.94 34.22 82.99 31.32 96.94 31.83

STRIP 68.70 11.70 65.20 11.70 66.00 12.80 7.90 12.30 56.20 11.40 2.10 14.00 44.35 12.32
SCAn 96.60 0.77 100.00 0.00 0.02 5.05 98.55 1.06 99.89 2.61 84.19 0.13 79.88 1.60
Ours 99.38 1.35 100.00 1.59 100.00 1.20 91.04 1.48 98.97 1.17 99.12 1.26 98.09 1.34

Table 1: Main results (%) on the CIFAR-10 dataset. Boldfaced values are the best results among all defenses. Underlined values are the
second-best results.

Attack→ BadNets Blended LC WaNet ISSBA IAD Avg
Metric→
Defense↓ TPR FPR TPR FPR TPR FPR TPR FPR TPR FPR TPR FPR TPR FPR

RS 13.20 22.10 10.12 20.40 9.23 19.15 10.10 17.20 8.61 16.98 17.70 17.60 11.49 18.91
ShPd 94.97 12.16 11.58 10.68 96.16 10.60 66.11 14.81 95.92 8.26 31.07 16.10 65.97 12.10

FP 89.05 18.80 30.56 3.70 94.71 50.02 67.12 3.24 94.22 7.05 94.37 5.75 78.34 14.76
AC 0.30 8.84 0.00 5.67 4.83 5.42 0.42 25.87 99.06 17.48 43.85 10.73 24.74 12.34

STRIP 32.00 9.00 80.40 10.80 7.40 11.00 34.20 11.40 13.00 13.60 6.60 10.60 28.93 11.07
SCAn 46.05 2.57 46.02 4.03 30.45 11.39 54.07 1.88 96.85 0.17 0.09 19.41 45.59 6.58
Ours 99.99 6.23 100.00 6.72 100.00 5.95 100.00 6.49 100.00 5.43 100.00 4.67 100.00 5.92

Table 2: Main results (%) on the GTSRB dataset. Boldfaced values are the best results among all defenses. Underlined values are the second-
best results.

ISSBA and IAD) performed better than other attacks as to
main accuracy (MA) and attack success rate (ASR). Regard-
ing the threshold, we found that a threshold 2.5 is reasonable
and offers a high TPR while keeping a low FPR. We also
found that the ASR increased with the poisoning rate, but the
poisoning rate had minor effects on our TPR and FPR, which
confirms the effectiveness of our method. Interestingly, ex-
isting detection methods can also benefit from our LOI se-
lection. Lastly, if the attacker adapted his attack to bypass
our defense by minimizing the layer-wise angular deviation
between poisoned and benign samples, ASR stayed similar
as in the non-adaptive setting, FPR was almost unaffected,
while TPR slightly decreased; importantly, MA decreased
enough for the poisoned model to be rejected due to poor
performance. For more details on the analyses described in
this paragraph, see supplementary materials and [Jebreel et
al., 2023].

5 Conclusion
In this paper, we conducted a layer-wise feature analysis of
the behavior of benign and poisoned samples generated by at-
tacked DNNs. We found that the feature difference between
benign and poisoned samples tends to reach the maximum at
a critical layer, which can be easily located based on the be-
haviors of benign samples. Using this, we proposed a simple
yet effective backdoor detection to determine whether a given
suspicious testing sample is poisoned by analyzing the differ-
ences between its features and those of a few local benign
samples. Our extensive experiments on benchmark datasets
confirmed the effectiveness of our detection. We hope our
work can provide a deeper understanding of attack mecha-
nisms, to facilitate the design of more effective and efficient

backdoor defenses and more secure DNNs.
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