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Abstract
Auction-based federated learning (AFL) is an im-
portant emerging category of FL incentive mech-
anism design, due to its ability to fairly and effi-
ciently motivate high-quality data owners to join
data consumers’ (i.e., servers’) FL training tasks.
To enhance the efficiency in AFL decision support
for stakeholders (i.e., data consumers, data owners,
and the auctioneer), intelligent agent-based tech-
niques have emerged. However, due to the highly
interdisciplinary nature of this field and the lack
of a comprehensive survey providing an accessible
perspective, it is a challenge for researchers to enter
and contribute to this field. This paper bridges this
important gap by providing a first-of-its-kind sur-
vey on the Intelligent Agents for AFL (IA-AFL)
literature. We propose a unique multi-tiered tax-
onomy that organises existing IA-AFL works ac-
cording to 1) the stakeholders served, 2) the auction
mechanism adopted, and 3) the goals of the agents,
to provide readers with a multi-perspective view
into this field. In addition, we analyse the limita-
tions of existing approaches, summarise the com-
monly adopted performance evaluation metrics,
and discuss promising future directions leading to-
wards effective and efficient stakeholder-oriented
decision support in IA-AFL ecosystems.

1 Introduction
Federated Learning (FL) is a collaborative machine learning
(ML) paradigm that is able to train useful models while re-
specting user privacy and data confidentiality [Yang et al.,
2019]. FL has gained significant attention from academia
and industry alike, leading to a diverse range of techniques
[Kairouz et al., 2021]. In FL, there are two types of partici-
pants: data consumers (DCs, who often perform the role of
FL servers), overseeing the distribution and aggregation of
global FL models, and data owners (DOs, who often play the
role of FL clients), responsible for training the FL model us-
ing their local data. FL follows a distributed approach where
each DO trains a local model on its private dataset, and shares
it with the corresponding DC. The DC then aggregates the re-
ceived local models following an aggregation algorithm (e.g.,
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Figure 1: An overview of the AFL ecosystem.

FedAvg [McMahan et al., 2017]) to obtain the global model,
which is then distributed back to the DOs for further training
until convergence criteria are met. This design ensures that
private local data are not exposed to any party other than the
original owner, thus reducing privacy risk.

Despite these advantages, existing FL works generally as-
sume that all DOs agree to participate in the FL training pro-
cess when requested [Le et al., 2021]. However, in practice,
DOs are self-interested entities who consider a complex set
of factors (e.g., costs, potential risks of privacy exposure, ex-
pected utility gains) before deciding to join an FL task. This
has motivated the study of FL incentive mechanisms [Khan
et al., 2020], which aims to develop effective mechanisms
that align the interests of DOs with the goals of DCs. They
play a crucial role in encouraging DOs to actively participate
in FL and make valuable contributions, ultimately leading to
improved performance and broader adoption of FL in real-
world applications.

Auction-based approaches have gained significant atten-
tion recently as an effective way to design FL incentive mech-
anisms. They offer a promising approach to motivating DOs
to participate in FL in a fair and efficient manner. Under the
typical auction-based FL (AFL) setting1, three key stakehold-
ers are involved: 1) DCs, 2) DOs, and 3) an auctioneer (as
illustrated in Figure 1). The auctioneer plays a crucial role
in coordinating the auction process, while DOs and DCs pro-
vide the auctioneer with their available data resources and bid

1A possible example open AFL marketplace can be the Hierar-
chical Auctioning in Crowd-based Federated Learning system [Gao
et al., 2023]: https://hacfl.federated-learning.org/.
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values, respectively. The auction process as well as the entire
AFL ecosystem center around the decision-making process
of each stakeholder. The decisions made by each stakeholder
impact the outcomes of AFL. To deal with the complexity, dy-
namism and personal nature of the context and the decision-
making process, intelligent agents are often adopted to pro-
vide these stakeholders with AFL decision support, thereby
inspiring the field of Intelligent Agents for AFL (IA-AFL).
IA-AFL is highly interdisciplinary in nature. It requires

expertise from machine learning, multi-agent systems, game
theory and auction theory, etc. This makes it challenging
for researchers new to the field to grasp the latest develop-
ments. Currently, there is no survey paper on this impor-
tant and rapidly developing field. To bridge this gap, we
conduct a comprehensive survey of research works focusing
on IA-AFL in this paper.2 We analyse the AFL ecosystem
in detail, with a focus on the diverse stakeholders involved
and their decision-making priorities. Based on this analy-
sis, we propose a unique multi-tiered taxonomy of IA-AFL
that organises existing works according to 1) the stakeholders
served, 2) the auction mechanism adopted, and 3) the goals
of the agents to provide readers with a multi-perspective view
into this field. In addition, we analyse the limitations of ex-
isting approaches, summarise the commonly adopted perfor-
mance evaluation metrics, and discuss promising future di-
rections towards effective and efficient stakeholder-oriented
decision support in IA-AFL ecosystems.

2 Preliminaries
2.1 A Typical AFL Ecosystem
As shown in Fig. 1, a typical AFL ecosystem involves three
primary stakeholders [Tang and Yu, 2023c]: 1) DOs, who
act as the sellers possessing potentially sensitive but valuable
data and training resources; 2) DCs, who act as buyers of
such data and training resources to build ML models; and 3)
an auctioneer, overseeing the matching of DOs with DCs and
providing essential governance oversight for the ecosystem.

DCs submit their bidding profiles (including the bidding
prices and their FL tasks) to the auctioneer. DOs submit their
asking profiles (including the FL tasks they are able to join
and their asking prices) to the auctioneer. The auctioneer de-
termines the winners, and the corresponding market prices
based on the submitted asking profiles and the bidding pro-
files under a predefined auction mechanism, and informs the
winners. The winning DCs then pay the DOs. Through such
an auction process, each DC recruits DOs to join its FL task.
Afterward, each DC orchestrates the FL model training pro-
cess with its recruited DOs following an adopted FL protocol.

2.2 AFL Stakeholder Concerns
In the AFL ecosystem, the stakeholders play distinct roles
with different interests and concerns.

2Although some of the papers included in this survey do not ex-
plicitly mention agents, their focus on providing decision support for
stakeholders in AFL reflects their potential as useful building blocks
for realizing an agent-based AFL system.

The auctioneer’s role is pivotal, overseeing the auction
process and facilitating information flow between participat-
ing DOs and DCs. Its main focus is to maintain the sustain-
able operation of the AFL ecosystem by attracting and retain-
ing more participants, optimizing key performance indicators
for the entire ecosystem, and providing governance oversight.

Data consumers, acting as buyers in the auction market,
are primarily concerned with effective selection or bidding
for DOs to meet their key performance indicators (KPIs),
while staying within budget constraints.

Data owners, acting as sellers in the auction market, prior-
itize maximizing their monetary rewards. They are also keen
on safeguarding data privacy by optimizing data resource al-
location and the setting of reserve prices (i.e., the minimum
acceptable price for selling the corresponding data resources).

2.3 Terminology
For ease of understanding, we provide a brief overview of key
terminology adopted by the AFL field: Commodity / data
resources: In AFL, the term commodity refers to the object
being exchanged between DCs and DOs, denoting a specific
value for buying or selling. It can represent a unit of data (e.g.,
a training sample), communication bandwidth committed by
a DO, or a unit of compute resource. In this paper, we use the
terms data resources and commodity interchangeably unless
a specific distinction is necessary.

Valuation: Valuation in AFL involves the assessment of
the monetary value of data resources. Different DCs and DOs
may assign value to data resources differently based on their
individual preferences. Valuation can be either private, undis-
closed to others, or public.

Utility: For DCs, utility is defined as the difference be-
tween their valuation of the auctioned data resources and the
eventual payment made for those resources. For DOs, util-
ity is defined as the difference between the total payments re-
ceived from DCs and the costs incurred for the data resources,
including communication and computation costs.

Social welfare (SW): SW is the sum of utilities for some or
all participants in an AFL ecosystem. It provides a measure
of the collective benefit derived from all transactions.

2.4 Types of Auction
AFL ecosystems can adopt various auction mechanisms
based on their specific application scenarios [Qiu et al.,
2022], including 1) double auction, 2) combinatorial auction,
3) reverse auction, and 4) forward auction. Double auctions
[Friedman, 2018] accommodate multiple DOs and DCs, with
both sides submitting asks and bids to the auctioneer. Com-
binatorial auctions [De Vries and Vohra, 2003] are effective
when DCs bid for data resource bundles, ideal for acquiring
complementary data types. Reverse auctions [Parsons et al.,
2011] involve DOs competing for FL tasks, while forward
auctions involve DCs competing for data resources.

Winner determination and pricing methods in AFL auc-
tions fall into three categories [Tu et al., 2022]: 1) first-price
sealed-bid (FPSB), 2) second-price sealed-bid (SPSB), and 3)
Vickrey Clarke-Groves (VCG). Under FPSB, the highest bid-
der wins the auction and pays the bid price. The simplicity
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of FPSB might lead to inefficiencies and overpayment. Un-
der SPSB, the highest bidder wins the auction, but pays the
second-highest bid price. SPSB encourages truthful bidding
to reveal true item valuation. Under VCG, winners are de-
termined by maximizing the total benefit, considering exter-
nalities. Payments are determined based on the value con-
tributed by other bidders for efficient and accurate price dis-
covery [Vickrey, 1961].

3 The Proposed IA-AFL Taxonomy
Based on the stakeholders, the types of auctions involved
in AFL and their respective goals, we propose a taxonomy
for the IA-AFL literature as shown in Figure 2. Specifi-
cally, it first separates IA-AFL literature into data consumer-
oriented, data owner-oriented, and auctioneer-oriented meth-
ods. Since all auction mechanisms introduced in the last sec-
tion can be adopted by the AFL process, we further clas-
sify IA-AFLworks based on their respective adopted auction
mechanisms. Then, as stakeholders can have different goals,
we further divide IA-AFL works based on their objectives.
This hierarchical taxonomy provides a clear overview of the
current IA-AFL landscape.

3.1 Intelligent Agents for Data Consumers
Based on the adopted auction mechanism, DC-oriented
IA-AFL works can be broadly categorized into two distinct
groups: 1) those designed for reverse auctions, and 2) those
designed for forward auctions. These agents are instrumental
in facilitating strategic decision-making for DCs, ensuring ef-
fective participation in the AFL market while maximizing key
performance indicators (KPIs) derived from the collaborative
FL model training process.

Data 
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Figure 2: The IA-AFL taxonomy. DC, DO, SW and SC denote data
consumer, data owner, social welfare and social cost, respectively.

For Reverse Auction
Under reverse auction, existing methods assume that there is
only one DC and multiple DOs in the AFL marketplace. The
intelligent agent for the DC plays a crucial role in selecting
DOs. It makes decisions by evaluating DOs’ asking profiles,
assessing their potential contributions to the model, and align-
ing with the DC’s objectives. Existing IA-AFL works for
DCs under reverse auction can be broadly classified into two
categories based on their designed objectives: 1) social wel-
fare / social cost optimization approaches, and 2) DC KPI
optimization approaches.

Social welfare / social cost optimization: To optimize the
social welfare objective, [Jiao et al., 2020] first groups DOs
based on Earth Mover’s Distances (EMD) [Zhao et al., 2018].
The DC then greedily selects DOs from each group, deter-
mining payments based on marginal virtual social welfare
density. To enhance social welfare, the authors incorporate
a graph neural network to manage relationships among DOs,
and use deep reinforcement learning to determine the winning
DOs and their payments. In [Le et al., 2020], the workflow
is similar, with a key distinction in the formulation of the DO
selection process as a social cost minimization problem.

However, these works primarily focus on DO selection
and payment determination over a single FL communication
round. In [Zhou et al., 2021], the DC is assisted in select-
ing and paying DOs for different FL communication rounds.
The work decomposes the social cost minimization problem
into a series of winner determination problems (WDPs) based
on the number of global FL iterations. Each WDP is solved
using a greedy algorithm to determine winning DOs, and a
payment algorithm for computing remuneration to the win-
ners. In [Yuan et al., 2021], the focus is on social cost min-
imization over the long run. The proposed FLORA method
utilizes multiple polynomial-time online algorithms, includ-
ing a fractional online algorithm and a randomized rounding
algorithm, to select winning DOs and control the training ac-
curacy of the global FL model. It also includes a payment
algorithm to assist the DC in decision-making regarding DO
selection and payment determination.

Different from the above two methods, which are designed
for social cost minimization, [Wu et al., 2023] focuses on so-
cial welfare maximization. To achieve this goal, the proposed
method follows deep reinforcement learning to select DOs
and determine their payments under the VCG auction.

Data consumer KPI optimization: In [Fan et al., 2020],
the proposed method DQDRA maximizes the DC’s valua-
tion by determining winning DOs and the corresponding pay-
ments with a monotone greedy algorithm after receiving ask-
ing profiles from all DOs. Unlike DQDRA, which requires
knowledge about the global distribution of all data for win-
ning DO determination, RRAFL proposed in [Zhang et al.,
2021] leverages blockchain and reputation mechanisms in-
stead. Winning DOs are selected based on their respective
reputation, which are evaluated through historical contribu-
tions to the global FL model stored on the blockchain. Ex-
panding on this, [Zhang et al., 2022a] enhances RRAFL
by introducing a novel contribution evaluation method us-
ing weighted samples. This adds nuance to the evalua-
tion process, potentially offering a more sophisticated un-
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derstanding of individual DOs’ contributions. In [Zhang et
al., 2022b], RRAFL is extended by segmenting FL train-
ing tasks into multiple time steps based on global itera-
tions, allowing adaptation to online learning applications.
In [Zeng et al., 2020], the proposed method FMORE helps
the DC select the top K DOs with the highest score us-
ing the Lagrange multiplier method. [Batool et al., 2022;
Batool et al., 2023] follow a similar method by incorporat-
ing blockchains [Kang et al., 2020; Kim et al., 2019] and
contract theory [Kang et al., 2019] to select DOs.

The aforementioned reputation-based DO selection meth-
ods do not explicitly consider the quality of the DOs, which
is crucial for FL model performance. To address this limita-
tion, [Deng et al., 2021] proposed FAIR, which integrates a
quality-aware model aggregation algorithm with the reverse
auction mechanism. FAIR determines winning DOs using
a greedy algorithm based on Myerson’s theorem [Myerson,
1998] to maximize the DC’s valuation.

Unlike methods determining winning DOs and the corre-
sponding payments in one communication round with a given
budget, [Yang et al., 2023; Tan et al., 2023; Tan and Yu,
2023] study how to allocate the DC’s budget across multiple
global FL communication rounds. [Yang et al., 2023] pro-
posed BARA, an online reward budget allocation algorithm
based on Bayesian optimization. Considering the urgency of
recruitment, [Tan et al., 2023; Tan and Yu, 2023] help the DC
determine time-averaged optimal budget allocation for DOs.

Limitations: Existing works in this area often operate un-
der the assumption of a monopolistic AFL market, where
multiple DOs vie to join the FL training tasks of a single DC.
However, this assumption diverges from the reality of practi-
cal AFL marketplaces, where numerous DCs may compete to
attract multiple DOs for their respective FL training tasks.

For Forward Auction
Works in this field focus on maximizing the utility of a given
DC within an AFL marketplace, which often involves multi-
ple DCs. In [Tang and Yu, 2023c], a utility-maximizing bid-
ding strategy, FedBidder, is designed for the DCs. It leverages
various auction-related insights (e.g., DOs’ data distributions,
suitability to the task, DCs’ bidding success probabilities, and
budget constraints). The study emphasizes the crucial roles
played by the estimation of DOs’ utility and the appropriate
winning function design in determining the optimal bidding
function. To solve the optimal bidding function effectively,
a utility estimation algorithm was proposed with two repre-
sentative winning functions introduced, deriving two forms
of optimal bidding functions for the DCs.

However, this approach overlooks the intricate relation-
ships among DCs, which can be simultaneously competitive
and cooperative. To address this issue, researchers have ex-
plored incorporating more than one agent for each DC. In
[Tang and Yu, 2023a], the AFL ecosystem is modeled as a
multi-agent system to guide DCs in strategically bidding to-
wards an equilibrium with desirable overall system charac-
teristics. The proposed approach, MARL-AFL, assigns two
agents to each DC: 1) a bidding agent for determining bid
prices, and 2) a bar agent for setting the bidding lower bound
for the corresponding bidding agent. The bar agent is in-

troduced to address potential collusive behaviors among bid-
ding agents, such as bidding with an extremely low bid price,
which can be detrimental to the health of the entire ecosys-
tem. Both the bidding agents and the bar agents are designed
based on deep Q-networks (DQN) [Mnih et al., 2015].

In [Tang and Yu, 2023b], MultiBOS-AFL is proposed to
assist the DC in bidding for DOs in competitive AFL market-
places. Unlike FedBidder and MARL-AFL, which assume
that the entire team of DOs required for an FL task must
be assembled before training can commence, MultiBOS-AFL
helps the DC bid for DOs gradually over multiple FL model
training sessions. To achieve this goal, each DC is assigned
two agents: one for optimizing inter-session budget pacing,
and the other for optimizing intra-session bidding.

Limitations: In this area, existing studies often assume
that DOs arrive sequentially before the auction begins. How-
ever, real-world scenarios frequently involve DOs arriving in
diverse orders, either before or during FL training tasks. The
current body of research lacks robust solutions to navigating
these dynamic and evolving situations effectively.

3.2 Intelligent Agents for Data Owners
In AFL, DOs function as the sellers, offering their valuable
data resources to DCs. This transaction leads them to even-
tually become participants in the FL training processes ini-
tiated by various DCs, with the prospect of receiving mone-
tary rewards in return. Consequently, intelligent agents tai-
lored for DOs play a crucial role in providing guidance on
strategic decision-making related to the allocation of their
data resources and determining the asking profiles for these
resources. Their final objective is to optimize the monetary
profits derived from their involvement in AFL.

For Reverse Auction
Data owner energy cost minimization: In [Le et al., 2021],
the data resource trading process between a data consumer
and multiple data owners is modeled as a reverse auction.
Upon receiving FL training task profiles from the data con-
sumer, which include the maximum tolerable time for FL
training, each data owner optimizes asking profiles. These
profiles, encompassing parameters like uplink transmission
power, local accuracy level, and CPU cycle frequency, are
fine-tuned iteratively to minimize energy costs.

Data owner utility maximization: In [Lu et al., 2023],
a within-cluster DO selection scheme was proposed for re-
verse auction to address the problem of uneven data resource
consumption in a given cluster. DOs determine bid prices by
maximizing their total utility. Similarly, [Le et al., 2020] also
focuses on maximizing DO utility. However, unlike [Lu et al.,
2023] which solves the utility maximization problem to ob-
tain bid prices, [Le et al., 2020] aims to derive asking profiles
including CPU cycle frequency, uplink transmission power
and training costs, in order to maximize utility. In [Zeng et
al., 2020], when a DO receives an FL training task and a scor-
ing function from the DC, the proposed method assists it in
deciding whether to bid based on its available data resources.
If the DO chooses to bid, decisions regarding the number of
resources to allocate and the corresponding charges to the DC
are made using Euler’s method.
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Limitations: To the best of our knowledge, only these four
studies currently address the issue of agent-based DO deci-
sion support. However, each of these works only concen-
trates on a single aspect of a DO’s concerns. In practice, each
decision made by a DO should encompass multiple facets si-
multaneously to meet its KPIs. Focusing solely on one aspect
may lead to sub-optimal solutions.

3.3 Intelligent Agents for the Auctioneer
In an AFL ecosystem, the auctioneer serves as the coordi-
nator and administrator, overseeing the flow of information
between DOs and DCs, and facilitating the trading processes.
Therefore, intelligent agents designed for the auctioneer are
pivotal in offering strategic guidance for matching DOs and
DCs. The ultimate goal is to optimize the monetary prof-
its derived from their engagement within the AFL ecosys-
tem. Existing methods in this domain are designed for four
main auction mechanisms: 1) reverse auction, 2) combinato-
rial auction, 3) double auction, and 4) VCG/SPSB auction.

For Reverse Auction
Data consumer utility maximization: In [Seo et al., 2021],
the auctioneer, represented by the software-defined network
controller, facilitates decision-making between the DC and
DOs. It determines the minimum number of global commu-
nication rounds required to meet the quality requirements of
the FL model. This decision-making process occurs within
the context of a reverse auction-based data trading system.
Similarly, in [Seo et al., 2022], a software-defined network
controller serves as the auctioneer, positioned between the
DC and DOs. The proposed method in this paper assists the
auctioneer in making decisions during the selection of win-
ning DOs. The objective is to maximize the utility of the DC,
via a greedy method.

Limitations: Like the IA-AFL approaches designed for
the DC under reverse auction, these methods also operate un-
der the assumption of a monopolistic AFL market. This as-
sumption might constrain the practical applicability of these
methods in real-world scenarios.

For Combinatorial Auction
Social welfare maximization: [Xu et al., 2023] aims to max-
imize social welfare and protect the utility of the auctioneer.
The approach involves two main stages: 1) the combinatorial
auction stage, where the platform selects winners who make
the total utility of the platform and themselves greater than
zero, and 2) the bargaining stage, where winners are classi-
fied into two categories with different payment methods after
completing the training model. The goal is to ensure the util-
ity of the auctioneer remains positive.

Limitations: [Xu et al., 2023] operates under the premise
of a monopoly AFL market, assuming a single platform or-
chestrating the auction processes. While this setting provides
a basis for understanding, a critical challenge lies in expand-
ing participation, particularly attracting more DOs to engage
in AFL. Enticing a diverse range of participants and optimiz-
ing the platform’s functionality under more realistic, compet-
itive scenarios remains an open area for exploration.

For Double Auction

Under double auction settings, the auctioneer agent ulti-
mately coordinates agents serving DOs and DCs. Therefore,
they are treated as auctioneer agents by extension.

Data consumer utility maximization: FEST [Roy et al.,
2021] matches DOs and DCs with the goal of maximizing
DC utility. This utility is a composite function involving
the DC’s valuation for data resources, the DO’s asking price,
and the corresponding execution time and reputation value.
FEST assist DOs in determining winning candidate DCs us-
ing a greedy approach, followed by helping DCs select DOs
to maximize their utility.

Social welfare / social cost optimization: [Mai et al.,
2022] assists the auctioneer in matching DCs and DOs, with
the aim of maximizing social welfare. DOs submit asking
profiles, and DCs submit bidding profiles to the auctioneer,
which, in turn, uses the Lagrangian function to perform DO-
DC matching. In [Wang et al., 2023], the focus is on social
cost minimization under double auction. The authors formu-
late a nonlinear mixed-integer program for long-term social
cost minimization. They propose an algorithmic approach to
generate candidate training schedules and solve the problem
using an online primal-dual-based algorithm [Buchbinder and
Naor, 2009] with a carefully embedded payment design.

Limitations: Current methods predominantly operate un-
der a centralized framework, where a central server contin-
uously aggregates global system information and computes
optimal decisions for the auctioneer. While the merits of
a centralized architecture, such as rapid convergence and
global optimality, are evident, they come at the cost of signifi-
cant communication and computation overhead, especially in
large-scale AFL ecosystems. Whenever there are shifts in the
requirements of DCs, the auctioneer must collect extensive
information across the entire ecosystem and recompute deci-
sions. Moreover, in the event of hardware failures or attacks
on the auctioneer, the entire ecosystem can be compromised.

For VCG Auction

Social welfare maximization: FVCG [Cong et al., 2020b]
helps the auctioneer determine the amount of acceptable data
to maximize its utility, factoring in data quality and privacy
cost from DOs. It adopts a composite neural network-based
payment function to derive payments for each DO, aiming to
maximize social welfare and ensure fairness among DOs. Ex-
tending FVCG, [Cong et al., 2020a] introduced PVCG, which
incorporates a game-theoretical model for the co-creation of
virtual goods. PVCG helps the auctioneer determine the ac-
ceptance of input resources from each DO based on its asking
profile, and imposes penalties if it fails to deliver the claimed
resources. The objective is to maximize social welfare and
mitigate information asymmetry.

Limitations: As the number of DOs increases, the need for
more effective and efficient models to learn how to compen-
sate DOs effectively becomes apparent for both FVCG and
PVCG. Furthermore, it is crucial to evaluate the effectiveness
of FVCG and PVCG in comparison to other sharing rules,
such as Shapley value [Liu et al., 2022].

Proceedings of the Thirty-Third International Joint Conference on Artificial Intelligence (IJCAI-24)
Survey Track

8257



For SPSB Auction
Data consumer utility maximization: In [Xu et al., 2021], a
multi-bid auction mechanism is introduced to address band-
width allocation challenges for self-interested DCs. The pri-
mary objective is to maximize the utility of DCs. Under
this method, DCs submit bidding profiles specifying their re-
quested bandwidth and unit price to the auctioneer. The auc-
tioneer then allocates the bandwidth to DCs based on the mar-
ket clearing price, and each DC incurs charges according to
the SPSB auction mechanism.

Data owner utility maximization: In [Lim et al., 2020],
the focus is on multiple DCs engaging in competitive bidding
for data resources from a specific DO. The bids from DCs
undergo a transformation, and the winning DCs are selected,
with payments determined using the SPSB auction mecha-
nism. The overarching objective is to maximize the utility of
the DO. [Ng et al., 2020a; Ng et al., 2020b] incorporate Un-
manned Aerial Vehicles (UAVs) as wireless relays to enhance
communication between DOs and DCs. The optimal coali-
tional structure between UAV coalitions and DO coalitions is
determined through the SPSB auction, aiming to maximize
the utility of the UAV coalitions.

Limitations: Existing works in this area operate under
the assumption that a DO can participate in at most one FL
training task at any given time. In practice, DOs may have
spare capacities to engage in multiple FL tasks concurrently.
In such cases, resource allocation strategies should consider
both the bandwidth and computing resources of the DOs.
Exploring and adapting auction mechanisms to address the
complexities arising from DOs’ simultaneous involvement in
multiple FL tasks is an open research question.

4 Evaluation Methodology
To assess IA-AFL methods, a combination of theoretical
analysis and experimental evaluation is commonly adopted.

4.1 Theoretical Analysis
Given the nature of the auction and the emphasis on in-
centive mechanisms in FL, IA-AFL methods are expected
to attain certain desirable properties [Zeng et al., 2021;
Qiu et al., 2022; Ali et al., 2021].

1. Budget Balance (BB): The budget balance property
should hold, i.e., the total payments for DOs must not
surpass the budget allocated by the DCs.

2. Collusion Resistant (CR): This property imposes that
no subgroups of participants can achieve higher profits
through collusion or unethical conduct.

3. Pareto Efficiency (PE): IA-AFL methods must meet the
PE requirement when maximizing the social welfare of
the entire AFL ecosystem.

4. Fairness: This property means that the entire AFL
ecosystem should achieve a predefined fairness notion,
such as contribution fairness, regret distribution fairness,
or expectation fairness [Shi and Yu, 2023].

5. Individual Rationality (IR): An IA-AFL method is
deemed IR only if the profits for all participants are non-
negative.

6. Incentive Compatibility (IC) / Truthfulness: Achieving
IC/Truthfulness indicates that it is optimal for all partic-
ipants to truthfully declare their contributions and cost
types. Reporting untruthful information does not yield
additional gain.

7. Computational efficiency (CE): This property demands
that the incorporated agents must guarantee the comple-
tion of the auction process and payment within polyno-
mial time for operational efficiency in AFL.

4.2 Experimental Evaluation Metrics
Experimental evaluation plays a pivotal role in assessing and
validating the efficacy of IA-AFL methods. It is instrumen-
tal in gauging the performance of these agents under com-
plex settings. The following experimental evaluation metrics
are commonly adopted by existing literature to quantitatively
measure the effectiveness and impact of IA-AFL:

1. Quality-of-Experience (QoE). QoE is expressed as the
ratio between FL task completion time to the deadline of
the task. It measures the speed at which a DC receives
service from a DO, providing insights into the respon-
siveness and efficiency of the IA-AFL method.

2. Utility. It reflects the utility attained by DCs or DOs dur-
ing the successful execution of FL tasks. A higher value
indicates greater satisfaction with the received results,
offering insights into the effectiveness of decisions made
by the IA-AFL method. It can be expressed in various
forms (e.g., the averaged form or the summation form).

3. Task Completion Ratio. This metric is expressed as the
number of successful trades by DCs and is calculated
as the ratio of the total number of winning DCs to the
total number of DCs in the AFL marketplace. A higher
task completion ratio indicates that more FL tasks are
successfully allocated to DOs, providing a measure of
the efficiency of the IA-AFL method.

4. Payment. Payment for DOs quantifies the financial com-
pensation they received for the successful completion of
FL tasks. This metric reflects the economic incentive
and compensation provided to DOs, highlighting their
contributions to the AFL marketplace under the given
IA-AFL method.

5. Social welfare: Social welfare is a comprehensive metric
that considers the collective well-being or total utility of
all participants in the AFL marketplace, including both
DCs and DOs. It provides a holistic measure of the over-
all effectiveness and fairness of the AFL ecosystem by
considering the welfare of all stakeholders.

5 Promising Future Research Directions
Through our survey, it can be observed that AFL is still in its
early stages of development, with various challenges yet to be
addressed. This section delves into potential future directions
for this nascent and interdisciplinary field.

5.1 Dynamic Decision Update
Existing IA-AFL methods are generally static approaches,
represented by linear or non-linear functions. These functions
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derive their parameters from historical auction data through
heuristic techniques. However, these static methods face a
challenge when applied to new auctions, as the dynamics of
these auctions may differ significantly from historical data.
The inherent dynamism of the AFL market poses a consid-
erable obstacle for static bidding methods to achieve desired
outcomes in novel auction scenarios consistently.

To address this challenge, incorporating dynamic decision
updates for both DOs and DCs, in accordance with the prin-
ciples of demand-supply economics [Nedelec et al., 2022],
is a promising direction. Such dynamic pricing approaches
extend the auctioneer’s role as well. A promising avenue
for future exploration involves utilizing deep learning ap-
proaches to comprehend and model the behaviors of both
DOs and DCs. Integrating these learned behaviors into vari-
ous decision-making processes holds the potential to signifi-
cantly enhance their utilities, adapting to the evolving dynam-
ics of AFL marketplaces.

5.2 Multi-Agent Systems
AFL involves diverse stakeholders, each assuming distinct
roles and harboring varied concerns. AFL, at its core, con-
stitutes a multi-agent system (MAS), where intelligent enti-
ties interact dynamically within a complex framework. As
illustrated in [Tang and Yu, 2023b], the relationships among
DCs add a layer of intricacy, characterized by the simulta-
neous existence of both competition and cooperation. More-
over, within this ecosystem, the decision-making process of
each participant carries direct or indirect repercussions on the
choices made by other involved parties. Hence, adopting a
MAS perspective to conceptualize AFL to provide a holistic
understanding of the intricate interplay among diverse entities
is a promising research direction [Kraus et al., 2023].

5.3 Preserving Privacy and Improving Security
Most existing auction-based mechanisms involve third-party
entities, such as edge servers acting as auctioneers to manage
each auction process. However, relying on third-party entities
raises concerns about security and potential privacy breaches
[Tang and Yu, 2022]. To address these challenges, several
studies, including [Batool et al., 2023; Zhang et al., 2021;
Batool et al., 2022], utilize blockchain technology to safe-
guard trading information against tampering by malicious en-
tities. However, implementing an auction algorithm within a
blockchain network necessitates sharing private information
among stakeholders, potentially giving rise to privacy con-
cerns [Tang and Yu, 2022]. Moreover, in most existing works,
DOs participate in the auction process without directly dis-
closing their private information, potentially dampening the
enthusiasm of DOs. Therefore, a critical challenge arises in
ensuring the security and reliability of auction mechanisms,
while minimizing the risk of privacy leakage. In addition,
it is essential to develop strategies to prevent malicious edge
servers from launching attacks on DOs [Lyu et al., 2020].

5.4 Online Auction Mechanisms
The current paradigm of IA-AFL, rooted in traditional auc-
tion methods, predominantly operates in an offline mode.
This implies that the initiation of auctions relies on having a

sufficient number of available bidders. For instance, in [Zeng
et al., 2020], the model aggregator initiates the process of de-
termining winners once a satisfactory number of bids from
DOs is received. In such offline auctions, both the DOs and
the DCs may experience prolonged waiting times, even if they
do not emerge as the eventual auction winners. This can dis-
courage potential participants from actively engaging in the
AFL marketplace. In contrast, online auction [Zhang et al.,
2020] empowers the auctioneer, DCs and DOs to make real-
time decisions, such as selecting winners and determining
payments, as soon as a participant joins the auction. Online
auctions offer the advantage of overcoming time and space
constraints, ultimately resulting in cost savings. Therefore,
online auction is a promising research direction for designing
stronger incentive mechanisms in AFL.

5.5 Efficient Contribution Evaluation Methods
A crucial phase in the auction process involves the selection
of the winning DOs, which heavily relies on evaluating the
contributions of each DO. The prevailing approach employed
by existing IA-AFL methods centers on contribution evalu-
ation methods based on Shapley values. However, as high-
lighted in [Liu et al., 2022], methods grounded in Shapley
values are often time-consuming, posing a challenge to the
computational efficiency when the system is scaled up. Fur-
thermore, these methods operate under the assumption that
DCs and other participants will truthfully assess the contri-
bution of each DO, introducing a potential limitation in sce-
narios where honesty cannot be guaranteed. Hence, explor-
ing alternative, more efficient contribution evaluation meth-
ods is a promising research direction to enhance the efficacy
of IA-AFL methods.

5.6 Explainable AFL
As indicated by [Tang and Yu, 2022], explainability is an im-
portant aspect for auctions. Therefore, in the realm of AFL,
an intriguing future direction is the advancement of Explain-
able AFL. This forward-looking approach entails the inte-
gration of mechanisms geared towards augmenting the trans-
parency and interpretability of both the auction processes and
federated training processes [Li et al., 2023]. The implemen-
tation of explainability in AFL holds the potential to foster
heightened levels of trust, accountability, comprehensibility
and auditability regarding the decision-making processes in-
volved in both the auction and the federated training phases.

6 Concluding Remarks
In this paper, we conduct a comprehensive review of IA-AFL
methods through a unique multi-tiered taxonomy that organ-
ises existing works according to 1) the stakeholders served,
2) the auction mechanism adopted, and 3) the goals of the
agents. Furthermore, we critically analyze the limitations of
current approaches, outline commonly utilized performance
evaluation methodologies, and deliberate on promising future
directions. To the best of our knowledge, it is the first survey
on IA-AFL, providing researchers with an accessible guide
into this interdisciplinary field.
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