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Abstract
Artistic style transfer aims to transfer the learned
artistic style onto an arbitrary content image, gen-
erating artistic stylized images. Existing generative
adversarial network-based methods fail to gener-
ate highly realistic stylized images and always in-
troduce obvious artifacts and disharmonious pat-
terns. Recently, large-scale pre-trained diffusion
models opened up a new way for generating highly
realistic artistic stylized images. However, diffu-
sion model-based methods generally fail to pre-
serve the content structure of input content images
well, introducing some undesired content structure
and style patterns. To address the above prob-
lems, we propose a novel pre-trained diffusion-
based artistic style transfer method, called LSAST,
which can generate highly realistic artistic stylized
images while preserving the content structure of in-
put content images well, without bringing obvious
artifacts and disharmonious style patterns. Specif-
ically, we introduce a Step-aware and Layer-aware
Prompt Space, a set of learnable prompts, which
can learn the style information from the collection
of artworks and dynamically adjusts the input im-
ages’ content structure and style pattern. To train
our prompt space, we propose a novel inversion
method, called Step-ware and Layer-aware Prompt
Inversion, which allows the prompt space to learn
the style information of the artworks collection. In
addition, we inject a pre-trained conditional branch
of ControlNet into our LSAST, which further im-
proved our framework’s ability to maintain content
structure. Extensive experiments demonstrate that
our proposed method can generate more highly re-
alistic artistic stylized images than the state-of-the-
art artistic style transfer methods. Code is available
at https://github.com/Jamie-Cheung/LSAST.

† Corresponding authors.

1 Introduction
Artistic style transfer has recently attracted widespread atten-
tion in academia and industry since the seminal work of Cy-
cleGAN [Zhu et al., 2017]. Existing artistic style transfer
methods can be divided into generative adversarial network-
based approaches (GAN-based approaches) and large-scale
pre-trained diffusion model-based approaches (Diffusion-
based approaches).

More specifically, GAN-based methods [Zhu et al., 2017;
Sanakoyeu et al., 2018; Kim et al., 2019; Park et al., 2020;
Chen et al., 2023; Zhang et al., 2023d; Li et al., 2023c] gen-
erally utilize generative adversarial network and a training set
of aligned/unaligned image pairs to learn the mapping be-
tween an input image and an output image. For example, Zhu
et al. [Zhu et al., 2017] used two mirror generative adversar-
ial network to learn and improve the mapping between the
input image and output image, synthesizing artistic stylized
images. Sanakoyeu et al. [Sanakoyeu et al., 2018] proposed
a style-aware content loss, to improve the quality of artistic
stylized images by capturing how style patterns affect content
structure. However, GAN-based methods are limited by the
instability of adversarial training and the scarcity of training
data, failing to generate highly realistic artistic stylized im-
ages and introducing the obvious artifacts and disharmonious
patterns on the stylized images (Please see in Fig. 1 (e-h)).

Large-scale pre-trained diffusion model-based ap-
proaches [Nichol et al., 2021; Wu, 2022; Ho et al., 2020;
Hu et al., 2023; Li et al., 2024] use massive parameters to
learn and store the information from the large-scale training
data, possessing the ability to generate highly realistic
images. This opens up a new way for generating highly
realistic artistic stylized images. For example, Zhang et
al. [Zhang et al., 2024b] proposed a global prompt space,
a learnable parameter matrix, to learn and store the style
information from the collection of artworks and condition
pre-trained large-scale diffusion model to generate artistic
stylized image. Zhang et al. [Zhang et al., 2023b] introduced
a step-aware prompt space, a set of learnable parameter
matrixes, for the whole diffusion process to generate desired
stylized image. Although these approaches could generate
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Figure 1: Stylization examples with three different styles (i.e., Van Gogh, Monet, Gauguin). Compared to existing state-of-the-art large-scale
pre-trained diffusion model-based methods (b-d) and generative adversarial network-based methods (e-h), our proposed method (a) generates
highly realistic artistic stylized images and preserves the content structure of input content images well.

highly realistic stylizied images, they failed to preserve the
content structure of input content image well, bringing some
undesired content structure and style patterns (Please see in
Fig. 1 (b-d)).

Motivated by the above observation, we propose a novel
framework, called LSAST, which can dig out prior knowl-
edge from the large-scale pre-trained diffusion model to gen-
erate highly realistic artistic stylized images while preserving
the content structure of the input content image well. Specif-
ically, we propose a Step-aware and Layer-aware Prompt
Space P ∗ (i.e., a set of learnable prompts) to control the
whole diffusion process from both step and layer dimensions,
dynamically adjusting the input images’ content structure and
style pattern. In detail, to make P ∗ layer-aware, we divide
U-Net into three layers and design different prompts for dif-
ferent layers to control content structure and style informa-
tion at different scales. To make P ∗ step-aware, we divide
the entire de-noising phase into 10 stages, each containing
100 steps, and each stage corresponds to a prompt, which
dynamically adjusts the content structure and style informa-
tion based on the de-noising steps. To train P ∗, we propose
a novel inversion method, called Step-ware and Layer-aware
Prompt Inversion, which allows the prompt P ∗ to learn the
style information of the artworks collection. Finally, we in-
ject a pre-trained conditional branch of ControlNet [Zhang
et al., 2023a] into our LSAST, which further improved our
framework’s ability to maintain content structure.

To summarize, the main contribution of this paper is as
follows:

• We propose a novel pre-trained diffusion-based artistic
style transfer framework, which can generate highly re-
alistic stylized images and preserve the content structure
of input content images well without introducing obvi-
ous artifacts and disharmonious style patterns.

• We design a novel Step-aware and Layer-aware Prompt
Space and conduct a Step-aware and Layer-aware

Prompt Inversion to train prompt space, which can learn
the style information from the collection of artworks and
dynamically adjusts the input images’ content structure
and style pattern.

• Extensive quantitative and qualitative experiments
demonstrate that our proposed LSAST outperforms the
state-of-the-art GAN-based and Diffusion-based meth-
ods.

2 Related Work
Generative Adversarial Network-based Methods. Gen-
erative adversarial network-based methods refer to the use
of discriminator networks [Zhu et al., 2017] to train a well-
designed forward network that can bridge a mapping between
the input image and output image. As the seminal work
of artistic style transfer, Zhu et al. [Zhu et al., 2017] ex-
panded adversarial loss and proposed Cycle-Consistent loss
to improve the quality of artistic stylized images. The cycle-
consistent loss inspired a lot of researchers to explore a more
effective way to enhance further the quality of artistic styl-
ized images, including [Wang et al., 2022; Park et al., 2020;
Zheng et al., 2021; Fu et al., 2019; Zuo et al., 2023;
Zhang et al., 2023d; Zhang et al., 2021]. For example, Park et
al. [Park et al., 2020] proposed a method to preserve the
content structure of input content image by maximizing the
mutual information between input image and output image
via contrastive learning [Zhang et al., 2024a]. Sanakoyeu et
al. [Sanakoyeu et al., 2018] proposed a style-aware content
loss to improve the stylization of images by capturing how
style affects content. Zheng et al. [Zheng et al., 2021] ex-
ploited the spatial patterns of self-similarity to capture spatial
relationships within an image rather than domain appearance
to preserve the content structure. While generative adver-
sarial network-based methods effectively transfer the learned
style onto an arbitrary content image, they fail to generate
highly realistic artistic stylized images, introducing obvious
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artifacts and disharmonious patterns.

Large-sacle Pre-trained Diffusion Model-based Ap-
proaches. Large-scale pre-trained diffusion model-based
approaches use massive parameters to learn information from
large-scale data. To dig out the prior knowledge from the pre-
trained diffusion model, Zhang et al. [Zhang et al., 2023c]
proposed to learn a word embedding from a single style image
and then guide the whole diffusion process to transfer learned
style information onto a content image. Kim et al. [Kim et al.,
2022] performed text-driven image manipulation to preserve
the content structure of input content image and learn style
information from style image. Zhang et al. [Zhang et al.,
2024b] proposed a global prompt condition (i.e., a learnable
parameter matrix) to learn and store the style information and
condition pre-trained large-scale diffusion model to generate
artistic stylized image. Zhang et al. [Zhang et al., 2023b]
introduced a step-aware prompt condition for the whole dif-
fusion process to generate the stylized image. Xie et al. [Xie
et al., 2023] proposed to control object synthesis in the given
spatial conditions. While the large-scale pre-trained model-
based approaches can generate highly realistic stylized im-
ages, they always fail to preserve the content structure of the
input content image well, bringing some undesired content
structure and style patterns.

3 Proposed Method
Let Is and Ic be the style image and content image respec-
tively; our goal is to train a Step-aware and Layer-aware
Prompt Space, a set of learnable prompts, to learn the style
information from the style images and dig out the abundant
prior knowledge from large-scale pre-trained diffusion model
to transfer the learned style onto the content image Ic, syn-
thesizing highly realistic stylized images Ics. The pipeline
of our proposed LSAST is shown in Fig. 2, which consists
of two stages: Learning step-aware and layer-aware prompt
space from the collection of artworks (training) and generat-
ing highly realistic artistic stylized images (inference).

In the training stage, we utilize a learnable parameter ma-
trix to learn and store the style information from the collec-
tion of artworks. Then, we expand it into a set of learnable
parameter matrices (Step-aware and Layer-aware Prompts
Space). These learnable parameter matrixes dig out the prior
knowledge of the pre-trained diffusion model from step and
layer dimensions.

In the inference stage, the Step-aware and Layer-aware
Prompts Space (i.e., a set of parameters trained in the train-
ing phase) are used to guide the pre-trained diffusion model
to transfer the learned style onto the content images, generat-
ing highly realistic artistic stylized images. Besides, we use
the conditional branch of ControlNet [Zhang et al., 2023a] to
extract the content structure of input content image as content
prompt and guide pre-trained stable diffusion to preserve the
content structure.

3.1 Step-aware and Layer-aware Prompt Space
Our goal is to dig out the abundant prior knowledge from
the large-scale pre-trained Stable Diffusion [Rombach et al.,
2022], which can generate highly realistic images. To dig

out the prior knowledge from it, Gal et al. [Gal et al., 2022]
proposed to optimize the token prompt embedding space of
CLIP [Radford et al., 2021], outputting a suitable global
prompt for the diffusion model. However, the denoising pro-
cess within Stable Diffusion generally takes 1,000 steps. In
the denoising process’s early, middle, and late stages [Agar-
wal et al., 2023], the text prompt controls the coarse content
structure, detail content structure, and detail style patterns,
respectively. Only using a global prompt embedding has dif-
ficulty in controlling content structure and style patterns si-
multaneously. Zhang et al. [Zhang et al., 2023b] divided the
1,000 denoising steps into ten stages on average, and each
stage corresponds to a unique prompt. However, the typi-
cal U-Net model, within stable diffusion, can be divided into
three layers [Agarwal et al., 2023]: coarse, moderate, and
fine, corresponding to coarse, detailed, and style patterns.
Thus, only considering dividing the steps into ten stages is
still not enough. To this end, we introduce a Step-aware
and Layer-aware Prompt Space, which divides the 1,000 de-
noising steps into ten stages and the U-Net into three layers.
Thus, to condition the pre-trained diffusion model from step
and layer dimensions, the number of the learnable parame-
ter matrix should be 30. To this end, we expand a learnable
parameter matrix P (i.e., P∈R1×1×768) into Step-aware and
Layer-aware Prompt Space P ∗ (i.e., P ∗∈R30×1×768) with at-
tention [Li et al., 2023a; Cui et al., 2022; Li et al., 2023b;
Li et al., 2023c]. Specifically, we formulate Q (query),
K (key) and V (value) as:

Q = f (Norm (P )) ,

K = g (Norm (P )) ,

V = h (P ) ,

(1)

where f , g, and h are 1×1 learnable convolution layers to ex-
pand the dimension of P from 1× 1× 768 to 30× 1× 768.
Norm here denotes channel-wise mean-variance normaliza-
tion. Then, we calculate attention map A as:

A = Softmax
(
Q> ⊗K

)
, (2)

where ⊗ denotes the matrix multiplication.

P̂ =
(
V ⊗A>

)
, (3)

where P̂ = [p1, p2, . . . , pn] (i.e., n = 30). Then, these
textual conditions are grouped into ten groups. We refer to
grounped textual conditions as Step-aware and Layer-aware
Prompt Space P ∗.

P ∗ = [[p11, p
2
1, p

3
1], [p

1
2, p

2
2, p

3
2], . . . , [p

1
n, p

2
n, p

3
n]](n = 10),

(4)
where P ji denotes the prompt corresponding to i-th stage of
denoising process and j-th layer of U-Net. We define the
above process as P ∗ = Self-atten (P ).

3.2 Step-aware and Layer-aware Prompt
Inversion

To dig out knowledge from a large-scale pre-trained diffusion
model, a naive method is to unfrozen the whole parameter
to learn and store the style information from the collection
of artworks. Specifically, we first add noise ε ∼ N (0, I)
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Figure 2: The overview of our proposed framework which consists of a training stage and an inference stage. In the training stage, the Step-
aware and Layer-aware Prompts Spaces will learn and store the style information from the collection of artworks. In the inference stage, we
utilize a pre-trained conditional branch of ControlNet, as content prompt, into our LSAST, which further improved our framework’s ability
to maintain content structure.

onto style images, obtaining the noisy style image zs t. Then,
feeding the zs t into Stable Diffusion and using the following
loss:

Ldiff = Ez,t
[
‖ε− εθ (zs t, t)‖22

]
, (5)

Once the Ldiff converges, the fine-tuned Stable Diffusion will
possesses the knowledge to generate highly realistic artistic
stylized images. However, such a naive way costs extra com-
putation burden. To this end, we propose Step-aware and
Layer-aware Prompt Inversion to learn and store the knowl-
edge from the collection of artworks and dig out the abun-
dant prior knowledge from the large-scale pre-trained diffu-
sion model. In detail, we feed the zs t into pre-trained Stable
Diffusion (version 1.5), and train the Step-aware and Layer-
aware Prompt Space P ∗ using the following loss:

Lp = Ez,p,t
[∥∥ε− εθ (zs−t, P ∗, t)∥∥22] , (6)

Once the Lp converges, the P ∗ will store the style informa-
tion from the collection of artworks and can can be used to
condition pre-trained stable diffusion to generate the highly
realistic artistic stylized image.

3.3 Content Prompt

ControlNet [Zhang et al., 2023a] is widely used to condi-
tion large-sacle pre-trained diffusion model to preserve the
content structure of input content image. We utilize an adi-
tional branch (Canny edge) of the pre-trained ControlNet as
an aditional content prompt and inject content prompt into
pre-trained stable diffusion to further improve the ability to
maintain the content structure of the input image
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Metrics Datasets Ours InST ArtBank ProSpect CycleGAN AST LSeSim CUT
Van Gogh 94.17 113.26 121.62 118.22 112.04 96.10 105.21 95.61
Morisot 176.70 221.37 225.47 188.11 204.74 199.78 230.37 201.41
Ukiyoe 92.03 104.73 111.50 93.15 140.78 148.17 130.77 115.44

FID↓ Monet 130.25 159.39 166.70 133.73 170.50 123.17 162.25 150.08
Cezanne 130.28 150.24 143.90 139.51 151.14 133.47 141.33 141.34
Gauguin 123.40 145.65 155.27 125.03 160.00 164.73 172.18 165.69
Peploe 158.44 188.37 182.51 186.45 167.77 222.30 192.88 164.39

Time/sec ↓ - 4.1325 4.0485 3.7547 3.925 0.0312 0.0312 0.0365 0.0312
Preference↑ - 0.634* 0.581/0.419 0.532/0.468 0.545/0.455 0.692/0.308 0.674/0.326 0.689/0.311 0.726/0.274
Deception↑ - 0.752 0.716 0.614 0.605 0.582 0.579 0.547 0.508

Table 1: Quantitative comparisons. The lower the FID score, the better the image quality. * denotes the average user preference.
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Figure 3: Differences between (a) ArtBank. (b) ProSpect. (c)
LSAST (Ours). Unlike existing methods that use only a global/step-
aware prompt to condition the whole diffusion process, LSAST uti-
lizes a step-aware and layer-aware prompt to dynamically adjust the
input images’ content structure and style pattern.

4 Experiments
4.1 Implementation Details
We adopt the large-scale pre-trained stable diffusion model
(version 1.5) as our backbone due to its strong ability to gen-
erate highly realistic images. We implement our LSAST on
two NVIDIA RTX 3090 GPUs via Pytorch [Paszke et al.,
2019]. The learning rate is initially set to 0.000005 and then
decreased by a factor of 10 after 20,000 iterations (100,000
iterations in total). In training, we collect seven collections of
artworks (e.g., Van Gogh, Cezanne, Peploe, Ukiyoe, Monet,
Morisot, and Gauguin) from AST [Sanakoyeu et al., 2018]
as artistic style images to train our LSAST. Before feeding

artistic style images into LSAST, all the style images will be
resized to 512×512 pixels. In inference, we randomly select
some content images from DIV2K [Agustsson and Timofte,
2017] and resize them to 512×512 as the initial input content
image.

4.2 Qualitative Comparison
We compare our method with the SOTA GAN-based and
Diffusion-based artistic style transfer methods as shown
in Fig. 4, including InST [Zhang et al., 2023c], Art-
Bank [Zhang et al., 2024b], ProSpect [Zhang et al., 2023b],
AST [Sanakoyeu et al., 2018], CycleGAN [Zhu et al., 2017],
LSeSim [Zheng et al., 2021] and CUT [Park et al., 2020].
As the representative of GAN-based approaches, CycleGAN
generally introduces some obvious artifacts into the stylized
images (e.g., 4th and 5th rows). AST sometimes shows
blurry content structure and abrupt colors (e.g., 5th and 7th

rows). LSeSim introduces some obvious artifacts and dishar-
monious patterns (e.g., 5th and 6th rows). CUT always in-
troduces some unwanted content structure and style patterns
(e.g., 5th and 7th rows). As the representative of Diffusion-
based model, the stylized image of InST fails to preserve the
content structure of input content image, even deviating from
the original content image’s semantic (e.g., 6th rows). Art-
Bank generally fails to capture some detailed style patterns
(e.g., 6th and 7th rows). ProSpect sometimes has limita-
tions in preserving the content structure of input content im-
age (e.g., 4th rows). In comparison, our proposed LSAST
not only can generate highly realistic artistic stylized images
without introducing obvious artifacts and disharmonious pat-
terns while preserving the content structure of the input con-
tent image well.

4.3 Quantitative Comparisons
Frechet Inception Distance. Frechet Inception Dis-
tance (FID) [Heusel et al., 2017] utilizes Inception-V3
model [Szegedy et al., 2016] to extract image features and
calculate the distance between generated artistic stylized
image’s distribution and style image’s distribution. The
lower FID score means that the distribution of the generated
artistic stylized images is closer to that of real artistic images.
In other words, the generated artistic stylized image is prone
to be regarded as a human-created artistic image. Take Van
Gogh’s style, for example, we collect 10,000 content images
and synthesize 10,000 stylized images for our LSAST and
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Figure 4: Qualitative comparisons with other state-of-the-art artistic style methods. The first column shows the input content image. The
(b-d) column shows the stylized image from large-scale pre-trained diffusion model-based methods, and the (e-h) column presents the stylized
images generated by generative adversarial network-based methods.

other SOTA artistic style transfer methods to calculate the
FID score. As shown in Table. 1, we proposed LSAST
to achieve a better FID score, which means our proposed
method can generate highly realistic artistic stylized images
closer to human-created artistic images.

Preference Score. The preference score effectively con-
ducted an A/B Test user study to compare the stylization ef-
fects between our method and the other SOTA method, re-
flecting the popularity of our method compared to other state-
of-the-art methods. We randomly choose 100 content images
to synthesize 100 stylized images for each method. Then,
the content image and corresponding two stylized image pairs
generated by our method and a randomly selected SOTA are
displayed. The subjects need to choose their preferred styl-
ization effections. We collected 5000 votes from 50 subjects
and showed the preference score in Table. 1 (”Preference”

row). The results indicate that our LSAST achieves the best
popularity.

Deception Score. The deception score is an effective means
for evaluating whether artistic stylized images are prone to
be regarded as human-created from people’s perspective. A
higher deception score means the artistic stylized image is
more prone to be considered a human-created artistic image.
To compute the deception score, we first randomly choose
20 content images. Then, we feed these content images into
our proposed LSAST and other SOTA artistic style transfer
methods, generating stylized images. We asked 50 subjects to
distinguish whether the generated image was human-created.
The result is shown in Tab. 1. A higher deception score
means the stylized images are more likely to be considered
as human-created artistic images. Besides, we report the de-
ception score of the human-created artistic style image, cho-
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Metric Datasets Full Model w/o content w/o step&layer w/o step-aware w/o layer-aware
Van Gogh 94.17 95.05 96.33 94.46 94.58
Morisot 176.70 177.51 178.29 177.54 177.61
Ukiyoe 92.03 93.85 94.97 93.26 93.17

FID↓ Monet 130.25 131.78 133.34 130.64 130.72
Cezanne 130.28 131.07 132.84 131.16 131.78
Gauguin 143.40 144.02 145.90 144.27 144.51
Peploe 158.44 159.15 160.32 159.49 159.71

Table 2: The quantitative ablation studies of LSAST. The lower the FID score, the better the image quality.

sen randomly from WikiArt [Phillips and Mackintosh, 2011]
is 0.863. From Tab. 1, the deception of our method is closer
to 0.863, which indicates that our LSAST achieves a better
deception score.

Time Information. The “Time/sec” row of Tab. 1 shows
the inference time [Sun et al., 2024; Sun et al., 2023; Yang et
al., 2022] comparison on images with a scale of 512 × 512
pixels. The GAN-based method is faster than diffusion-based
methods because diffusion-based methods commonly possess
massive parameters. Our approach is also slower than other
diffusion-based approaches due to the additional use of pre-
trained content prompts.

4.4 Abalation Studies
To verify the effectiveness of our proposed Step-aware and
Layer-aware Prompt Inversion, we split it into Step-aware
Prompt Inversion and Layer-aware Prompt Inversion.

With and without Step-aware Prompt Inversion. As in-
troduced in Section. 3.2, the Step-aware Prompt Inversion
divides the 1,000 steps of denoising into three stages from
step dimension: coarse content structure stage, detailed con-
tent structure stage, and detailed style patterns stage. Here,
we train an LSAST model that does not involve step-aware
prompt inversion. The experimental results are shown in
Fig. 5. Compared with the full LSAST model, we can see that
the LSAST model without a step-aware prompt introduces
some obvious artifacts and disharmonious style patterns into
the stylized image. The step-aware prompt inversion is vital
to generating highly realistic stylized images.

With and without Layer-aware Prompt Inversion. The
Layer-aware Prompt Inversion divides the architecture of U-
Net into three layers from layer dimension: coarse content
structure layer, detailed content structure layers, and detail
style patterns layer. We show stylized images without layer-
aware prompt inversion, as shown in Fig. 5. The stylized
image shows some obvious artifacts and disharmonious style
patterns.

With and without Step-aware and Layer-aware Prompt
Inversion. We train an LSAST model without step-aware
and layer-aware prompt inversion. As shown in Fig. 5, the
stylized shown shows some unwanted content structure and
style patterns.

Without content prompt. If removing the content prompt
in inference, the stylized image fails to preserve the content
structure of the input content image.

5 Conclusion
In this paper, we propose a novel framework, which can
learn the style information from the collection of artworks
and dynamically adjusts the input images’ content structure
and style pattern, generating highly realistic stylized images
(i.e., harmonious patterns and detailed texture) and preserv-
ing the content structure of the input content image well. Ex-
tensive quantitative and qualitative experiments verify that
our proposed LSAST outperforms the SOTA GAN-based and
Diffusion-based methods.
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