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Abstract
An extensive label system is pivotal to facilitate ju-
dicial fairness and social justice. Prior empirical
research and our interview with legal profession-
als underscore the importance of extra-legal fac-
tors in criminal trials. To help identify sentencing
biases and facilitate downstream applications, we
introduce the Legal Element ExtraCtion (LEEC)
dataset comprising 15,919 judicial documents and
155 labels. This dataset was constructed through
two main steps: First, designing the label sys-
tem by legal experts based on prior empirical re-
search which identified critical factors driving and
processes generating sentencing outcomes in crim-
inal cases; Second, employing legal knowledge to
annotate judicial documents according to the label
system and annotation guideline. LEEC represents
the most extensive and domain-specific legal ele-
ment extraction dataset for the Chinese legal sys-
tem. Our experiments reveal that despite certain ca-
pabilities, both Document Event Extraction (DEE)
models and Large Language Models (LLMs) face
significant restrictions in legal element extraction
tasks. Finally, our empirical analysis based on
LEEC provides evidence for judicial unfairness
in Chinese criminal sentencing and confirms the ap-
plicability of LEEC for future empirical research
and other downstream applications.

1 Introduction
Extracting key elements and their relations from judicial doc-
uments is valuable to facilitate further research and promote
judicial fairness. The divergence between the “law in books”
and “law in action” is notable in judicial practice [Pound,
1910], which may undermine judicial fairness and social jus-
tice. Prior research has discerned that the practical applica-
tion of the law is influenced significantly not only by legal
factors but also by extra-legal ones. For instance, studies in
Western jurisdictions have indicated that disparities in gender
and ethnicity have significant impacts on criminal sentenc-
ing [Ulmer, 2012]. However, previous legal datasets have al-

most exclusively incorporated legal factors. Consequently,
researchers who endeavor to empirically investigate the influ-
ence of extra-legal factors are impeded by the lack of compre-
hensive datasets. With the help of the extensive label system
constructed on the legal knowledge graph by our team of legal
experts, the Legal Element ExtraCtion (LEEC) dataset aims
to provide comprehensive element mentions, trigger words,
and values manually annotated from large-scale judicial doc-
uments with high quality1. This could facilitate the automatic
extraction of elements, benefiting numerous LegalAI applica-
tions, such as Legal Judgement Prediction and Similar Case
Retrieval, as well as the replication and innovation of empiri-
cal legal research.2

Inspired by the success of general-domain element ex-
traction [Guo et al., 2020; Hogenboom et al., 2011; Liao
and Grishman, 2010], previous studies [Feng et al., 2022;
Shen et al., 2020; Sierra and others, 2018] attempted to con-
struct an element extraction system in the legal domain, lever-
aging both hand-crafted features and neural networks. For
instance, LeCaRD [Ma et al., 2021], the first Legal Case Re-
trieval Dataset in China, contains 107 query cases and 10,700
candidate cases selected from over 43,000 Chinese criminal
judgments. LEVEN is a large-scale Chinese Legal event de-
tection dataset [Yao et al., 2022], with 8,116 legal documents
and 150,977 human-annotated event mentions in 108 event
types. At present, the existing datasets in China also include
CAIL [Xiao et al., 2019], Criminal [Ma et al., 2021], LERD
[Yao et al., 2023], CJO3, and PKULAW4, etc. However, there
are several main challenges in the existing work:

(1) Incomprehensive Label System. Existing label sys-
tems [Li et al., 2023a; Li et al., 2023b; Li et al., 2023c;
Richards et al., 2016; Liu et al., 2023; Li et al., 2023d]
of prior studies mainly lay emphasis on a limited scope of

1The LEEC dataset sample is available at https://github.com/
THUlawtech/LEEC. For access to the complete dataset, please con-
tact us via computational law@mail.tsinghua.edu.cn. The disclosed
LEEC dataset is solely for non-commercial use.

2To access the full text of this paper including appendices, please
refer to this link: https://github.com/THUlawtech/LEEC/blob/main/
LEEC IJCAI24.pdf.

3https://wenshu.court.gov.cn, accessed on April 5th, 2024.
4https://home.pkulaw.com, accessed on April 5th, 2024.
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charge-oriented elements, which is far from enough. Exist-
ing studies predominantly focus on the legally prescribed fac-
tors in sentencing, overlooking extra-legal elements. How-
ever, a wealth of empirical research suggests that these el-
ements, such as the defendant’s and victim’s age, gender,
race/ethnicity, etc., may significantly influence trial and sen-
tencing outcomes [Chen et al., 2023; Doerner and Demuth,
2010; Richards et al., 2016; Tran et al., 2019; Ulmer, 2012].
The absence of these factors in the label system may com-
promise empirical studies on judicial fairness and the perfor-
mance of downstream tasks.

(2) Lack of Domain Focus. An overwhelming majority of
existing datasets [Nguyen et al., 2016; Veyseh et al., 2022]
for element extraction mainly focus on the element or event
extraction in the general domain. However, such datasets
may not be well suited to applications in the legal domain.
For example, Recidivist (Leifan in Chinese) and Previous
Criminal Record (Qianke in Chinese) are closely connected
yet distinct legal concepts in Chinese criminal law, which
could be difficult to distinguish without adequate legal knowl-
edge. Furthermore, judicial documents may depict different
interpretations and perspectives on the same legal elements,
such as whether the defendant voluntarily surrendered, con-
fessed, or pled guilty, from various court participants. This
can cause confusion without legal knowledge. Therefore, ex-
isting datasets in general domains are hardly applicable for
comprehensive analysis based on legal texts owing to their
lack of understanding of legal knowledge and contexts.

To provide a solid foundation for legal element extraction,
LEEC makes the following improvements:

(1) Extensive Label System. Our team of legal experts not
only expanded the coverage of legally prescribed factors that
may significantly impact Chinese criminal trials, but also ac-
tively conducted interviews with legal professionals and uti-
lized a comprehensive collection of empirical studies in Chi-
nese contexts published in Chinese core legal journals and
internationally. In this way, we were able to construct an ex-
tended and comprehensive label system in the legal domain,
incorporating both legal and extra-legal key labels that may
have a substantial impact on Chinese judicial practice.

(2) Large Scale. LEEC is annotated based on the publicly
available cases of both LEVEN and LeCaRD, with a total of
15,919 cases. Therefore, the high coverage of cases could
help alleviate the problem of the limited number of cases
in few-shot charges, leading to an increased ability to meet
needs in real-world court settings. Besides, the annotation of
LEEC could be combined with the previous annotation from
LEVEN and LeCaRD, providing more comprehensive infor-
mation to facilitate the analysis of judicial documents.

(3) Broader Application. The knowledge graph for an-
notation encapsulates significant relationships among vari-
ous elements. For instance, since it is common for a sin-
gle Chinese judicial document to involve multiple defendants,
crimes, and victims, our team of legal experts has linked de-
fendant and victim characteristics to their respective individ-
uals and affiliated crime characteristics to the corresponding
offenses. This integration of crucial interrelations among la-
bels enhances performance in various downstream applica-
tions, including the prediction of a specific defendant’s crime

and sentencing, and also expands LEEC’s applicability in
real-world court settings and future empirical research.

To validate the quality and applicability of LEEC, we im-
plement various DEE models and LLMs and evaluate them
on LEEC, which shows that these models exhibit insuffi-
cient accuracy in extracting elements from the LEEC dataset.
Moreover, our preliminary empirical analysis based on LEEC
uncovers several defendant demographic characteristics that
significantly impact sentencing decisions, highlighting poten-
tial judicial unfairness in Chinese criminal trials. It is shown
that this dataset has the potential to facilitate future empiri-
cal research and other downstream applications, enabling the
identification and resolution of judicial unfairness and con-
tributing to social justice.

2 Interview
To dig deeper into the value of a labeled legal dataset and
how to build it, we interviewed 11 Chinese legal researchers,
3 officers in two legal aid agencies in Jiangsu Province and
Shanghai, and one lawyer, who occupies a leadership position
in the Shanghai Bar Association.

Among the 11 legal researchers, none of them has ever uti-
lized legal resource research. This confirmed the severe limi-
tations of these works as discussed in Introduction. However,
they all speculated that at least some extra-legal factors, in-
cluding demographic characteristics, may influence criminal
sentencing. For example, one researcher witnessed a judge
commenting on a female offender:“How could this happen to
a little girl? She must have suffered a lot.” Therefore, that re-
searcher speculated that female offender may be treated more
leniently sometimes as they may be perceived as vulnerable.
Naturally, over 80% of them (9 in 11) welcome more high-
quality empirical analyses to discover the potential sentenc-
ing disparities and contribute to judicial fairness.

Seven out of the nine researchers asked about the current
situation of Chinese empirical legal studies believe that the
proportion of these studies remains low. Several barriers were
identified: 1) As Chinese legal education does not typically
involve methods for empirical legal research, most legal re-
searchers lack basic knowledge regarding such research; 2)
All researchers identified significant barriers in processing
and extracting labels from large judicial text data. For ex-
ample, one researcher mentioned that a scholar may need to
spend two to three months to extract labels for such analy-
sis. Meanwhile, building algorithms like regular expression
matching require considerable time and often fail to achieve
high accuracy because of the complexity of judicial docu-
ments. Finally, all researchers confirm the value of a labeled
judicial dataset with high quality based on criminal judicial
documents, which could facilitate empirical legal research
and discover valuable patterns regarding “law in action”.

Three officers from legal aid agencies provide unique and
valuable insights, highlighting potential judicial unfairness
faced by socio-economically disadvantaged defendants. They
unanimously affirm that the financial compensation provided
to attorneys representing legal aid defendants is notably low.
Concurrently, both agencies typically allocate legal aid cases
to attorneys who have actively expressed a willingness to han-
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dle such cases. This indicated that legal aid cases may be
disproportionately handled by inexperienced attorneys who
struggle to secure their own clients. One officer, when ques-
tioned about such concern, said: “We have regulations that
prohibit treating legal aid cases as a means for training or
gaining experience for attorneys as every case is important.
However, we cannot control attorneys’ minds.” The inter-
view with these officers underpins the necessity of conducting
more empirical analyses regarding judicial unfairness.

The lawyer we interviewed claimed to have handled over
2,000 cases throughout her legal career. She confirmed that as
she became a more sophisticated lawyer, she gradually ceased
handling legal aid cases. By the time of the interview, she
had neither read nor heard of anyone in the judicial practice
citing or mentioning any empirical legal research or legal re-
source studies. This clearly highlights the dearth and limita-
tions of these studies in China, which led to its lack of visi-
bility in judicial practice. Based on her extensive experience,
she believes that judges are influenced by a wide range of
extra-legal factors, including the defendant’s gender, ethnic-
ity, age, employment status, etc. Judges often consider these
factors comprehensively and may even emotionally resonate
with the defendant in some cases. She welcomes insightful
legal research regarding this issue.

Based on our interview, we confirm the value of a metic-
ulously annotated legal dataset with a more extensive label
system that covers both legal and extra-legal factors. Such a
dataset could significantly facilitate empirical legal research
and uncover the potential influence of extra-legal factors in
Chinese criminal trials, thereby enhancing judicial fairness
and social justice in China.

3 Data Analysis
This section summarizes the preprocessing of LEEC and dis-
cusses its detailed distribution in important dimensions.

3.1 Corpus and Preprocessing
Our case selection is based on the publicly available LEVEN
[Yao et al., 2022] and LeCaRD [Ma et al., 2021] datasets.
After deduplication, the number of total unique cases is re-
duced to 15,919 cases from a total of 17,352 cases. All docu-
ments within this collection represent criminal cases filed be-
tween 2001 and 2021. Among the complete dataset, we pre-
serve 689 judicial documents as unpublished for future eval-
uation, and publish the annotated data from 15,230 judicial
documents. We compare LEEC with two types of datasets:
(1) General-domain ED datasets. Compared with ACE2005
[Grishman et al., 2005] and MAVEN [Wang et al., 2020],
LEEC’s label system is specifically designed for legal texts.
Moreover, the judicial documents of LEEC were annotated
by selected law school students with a deep understanding
of legal knowledge and concepts. (2) Legal-domain datasets.
Compared with LEVEN and LeCaRD, our dataset offers a
comprehensive expansion of the label system with a finer
level of granularity, encapsulating both legal and extra-legal
labels. Furthermore, LEEC connects different characteristics
to their corresponding entities, such as victims, defendants,
and crimes. This methodology significantly enhances the

dataset’s utility, thereby substantially benefiting downstream
applications and empirical research.

3.2 Data Distribution
Our dataset reveals the presence of multiple defendants in
33% of cases, multiple victims in 19% of cases, 49% of cases
that contain at least one victim, and multiple crimes in 41%
of cases.5 This underscores the necessity and effectiveness
of introducing a sophisticated, domain-specific label system
to handle such complexity. The distribution of cases is dis-
played in Table 1. We measure the data quality by Kappa,
with a value of 0.71. Specifically, 3,990 documents were an-
notated with mentions of elements, trigger words, and values
for each element, while the remaining 11,240 documents un-
derwent extended annotation without element mentions and
trigger words. Detailed annotation process of the dataset
can be found in Appendix B, and samples of the Annotation
Guideline are available on our GitHub repository.

Case Characteristics Case Distribution

Defendant number 1 2 3 4 5 >5
10162 2167 1122 600 378 801

Victim number 0 1 2 3 4 >4
(Missing Value=1297) 6483 4510 919 547 320 1154

Crime number 1 2 3 4 5 >5
8936 2836 1258 705 428 1067

Table 1: Case distribution on defendants, victims, and crimes.

4 Label System
This section encompasses the compilation of the extensive
labels and the crucial relationships among them.

4.1 Label Compilation
Our team of legal experts, led by law professors, incorporated
a wide range of legal and extra-legal elements to build a com-
prehensive knowledge graph covering key elements within
the Chinese legal domain. First, our team of legal experts
compiled the crucial legal circumstances and factors stipu-
lated by Chinese criminal law and judicial interpretations6,
such as whether the defendant confessed, pled guilty, volun-
tarily surrendered, conducted a justifiable defense, etc. Fur-
thermore, It has widely been revealed that extra-legal factors
may significantly impact judicial practice. Therefore, we uti-
lized elements and theories developed and validated by em-
pirical legal research to comprehensively capture the impor-
tant factors in Chinese criminal trials.

Our team of legal experts systematically compiled 178
quantitative legal studies from 2018 to 2022, published across
22 journals in Chinese in the China Legal Science Citation In-
dex (CLSCI). The CLSCI is curated by the Law Institute of

5A minor fraction of the victim number contains missing values
due to instances where the precise number of victims cannot be as-
certained. For a detailed explanation, please see Appendix B.

6Judicial interpretations of the Supreme People’s Court have
binding effects for courts of lower levels in China.
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China Law Society (LICLS), which provides a list of core le-
gal journals in China.7 As published judicial documents are
among the most commonly used data for empirical analyses
on sentencing factors, the labels, theories, and results of these
studies serve as valuable sources of potentially salient factors
influencing judicial decisions. In addition, we drew upon a
wide range of empirical legal studies published in SSCI jour-
nals, particularly those in Chinese contexts. Our team metic-
ulously collected the core theories and labels used in these
studies and incorporated them into our legal system.

For instance, the Group Threat Theory suggests that when
majority groups feel threatened by minority populations,
criminal justice systems may treat racial or ethnic minori-
ties adversely [Ulmer and Johnson, 2004]. This theory has
been validated and developed in the Chinese context by
prior empirical research, which found that minorities per-
ceived as “problem minorities” that might disrupt public or-
der may face discrimination in Chinese criminal cases [Hou
and Truex, 2022]. Therefore, we included the ethnic status
of offenders in our knowledge graph. Moreover, the Focal
Concerns Theory highlights four crucial factors influencing
sentencing decisions: the defendant’s culpability, redeema-
bility, the risk posed to the community, and pragmatic con-
siderations such as the court’s workload [Ulmer et al., 2023].
Research in Chinese contexts has shown that, in line with the
Focal Concern Theory, the defendant’s being a rural-to-urban
migrant – measured by the registered permanent residence
(Hukou) – significantly impacts sentencing outcomes [Jiang
and Kuang, 2018]. As a result, we also included the Hukou
information of defendants in our knowledge graph. Following
this scheme, we effectively constructed an extended, multi-
level knowledge graph to cover 155 important elements –
both legal and extra-legal – in Chinese criminal sentencing.
The elements in the knowledge graph are divided into four
main categories: defendant characteristics, victim character-
istics, case characteristics, and crime characteristics. 8

4.2 Relation Construction

We integrated the relationships between elements into the
knowledge graph, recognizing their significant impact on ju-
dicial decisions, as each defendant or victim in the document
may have unique circumstances and characteristics. There-
fore, all characteristics pertaining to a victim or defendant
are linked directly to each individual. Besides, as a defen-
dant may have over one defenders in Chinese criminal trials,
the defender characteristics are connected to each individual
defender of a specific defendant. Furthermore, as each defen-
dant could be sentenced for multiple crimes in Chinese judi-
cial documents, all characteristics of a crime are connected

7For details, please visit https://fzyjs.chinalaw.org.cn, accessed
on May 2nd, 2024.

8Some elements, such as court name, judge name, case title,
and year of judgment, can be easily and accurately extracted from
Chinese verdicts using keyword identification or regular expression
matching. For useful references, please visit this GitHub program.
These elements do not require manual annotation, and thus, are not
included in the knowledge graph of this study.

to the specific crime committed by a particular defendant.9
The elements within the knowledge graph are depicted in Ap-
pendix D. For details regarding the annotation process based
on this label system, please see Appendix B.

5 Experiments
In this section, we conduct experiments on representative
Document-level Event Extraction (DEE) models and Large
Language Models (LLMs). We then discuss the challenges
identified in legal element extraction.

5.1 DEE Models
Experiment Settings
For traditional DEE models, we selected 21 labels about de-
fendants’ characteristics and sentencing in LEEC label sys-
tem, which are shown in Table A1 in the Appendix. We used
the LEEC dataset with triggers as the experimental data. For
each label, the annotation content or trigger word correspond-
ing to the original text was regarded as the entity. The dataset
was split into the train, dev, and test sets at a ratio of 8:1:1.
We used the same vocabulary as [Zheng et al., 2019] and
randomly initialized all the embeddings where dh=768 and
dl=32. We employed the Adam optimizer with the learning
rate 5e-4 and the batch size is 16. All models were trained
for 100 epochs and the checkpoints with the best F1 scores
on the dev set were selected for evaluation on the test set.

Baselines and Metrics
Baselines. We introduce the following models as baselines:
1) DCFEE [Yang et al., 2018] is the first model that intro-
duced Distance Supervision (DS) into the DEE task. there
are two variants included: DCFEE-O only extracts one event
record from one document while DCFEE-M tries to extract
multiple possible event records; 2) Doc2EDAG [Zheng et
al., 2019] is an end-to-end DEE model that constructs event
records in an auto-regressive way by generating entity-based
Directed Acyclic Graphs (DAGs); 3) GreedyDec is a base-
line proposed in Doc2EDAG [Zheng et al., 2019] which fills
one event table greedily; 4) PTPCG [Zhu et al., 2021] is a
lightweight model for end-to-end DEE task based on pruned
complete graphs with pseudo triggers.

Metrics. We follow the same evaluation setting in the
previous studies [Zheng et al., 2019; Zhu et al., 2021;
Peng et al., 2023]. For each prediction record, we select a
golden record by matching records with the same defendant
name and the most shared arguments, and calculate the F1
score by comparing the parameters between them.

9Specifically, it is noteworthy that in Chinese criminal cases
where an individual defendant committed multiple crimes, the court
typically adjudicates a sentence for each individual crime, followed
by an overall aggregated sentence. This final sentence, which is
usually subject to a certain degree of the judge’s discretion, may not
necessarily align with the sum of the individual sentences. Conse-
quently, in our knowledge graph, we deliberately included both the
sentencing elements, linked to each distinct crime of a specific de-
fendant, and the final, aggregated sentence, linked to each defendant.
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Results
Table 2 shows the experimental results. we have the follow-
ing observations: 1) Some baselines cannot converge well on
LEEC, such as Doc2EDAG and similar structured Greedy-
Dec. One reason is that legal documents are longer and the
arguments are more dispersed, which is not conducive to
Doc2EDAG’s sequential path extension method for reason-
ing. 2) The DEE models can only extract the words in the
document. For example, for the sentence of imprisonment,
it can only extract “fixed-term imprisonment”, indirectly de-
riving yes or no. This two-step approach does not suffi-
ciently meet the requirements in real-world applications. 3)
We selected 21 relatively simple elements for the DEE task.
However, the LEEC label system includes labels that are ei-
ther sparse10 or in need of complex judgment and high-level
reasoning capabilities11. Developing DEE models to extract
these labels may present a greater challenge.

Model Precision Recall F1 score

DCFEE-O 62.98 83.13 71.67
DCFEE-M 59.56 82.54 69.19
Greedy-Dec 80.27 56.00 65.97
Doc2EDAG 42.73 70.01 53.07
PTPCG 86.82 77.99 82.17

Table 2: Overall performance of DEE models

5.2 Large Language Models
Experiment Settings
We selected some advanced general LLMs and legal LLMs
for our experiments.

General LLMs: 1) GPT-3.512: An advanced LLM by
OpenAI that excels in understanding and generating text;
2) ChatGLM3 [Zeng et al., 2022]: A bilingual open-source
LLM for the general domain. We used GLM3-6B-32K as our
baseline for its larger context lengthl; 3) LLaMA313: Meta’s
SOTA open-source LLM. For Chinese documents, we used
Llama3-Chinese-8B-Instruct14.

Legal LLMs: 1) Lawyer-LLaMA [Huang et al., 2023]: A
Chinese legal LLM based on LLaMA [Touvron et al., 2023].
The model without a retrieval module was used in this exper-
iment; 2) Tongyi Farui15: A legal LLM launched by Aliyun,
capable of performing various legal tasks such as answering

10Some elements do not occur frequently in Chinese crim-
inal trials, such as the Not guilty element or the Exclud-
ing evidence decision element. Extracting such labels may be more
difficult for DEE models as they rely heavily on the quantity of ef-
fective training data.

11One such label is the Joint crime element. The corresponding
annotation guideline is available in Appendix B.2.

12https://openai.com, accessed on April 13th, 2024.
13https://github.com/LlamaFamily/Llama-Chinese, accessed on

April 13th, 2024.
14https://llama.meta.com/docs/model-cards-and-prompt-formats/

meta-llama-3, accessed on April 13th, 2024.
15https://tongyi.aliyun.com, accessed on April 13th, 2024.

legal questions, assisting in case analysis, and generating le-
gal documents.

LLM models make up for some inherent limitations of
DEE. Compared to traditional DEE models that can only ex-
tract triggers of labels, LLMs possess more advanced reason-
ing abilities. Consequently, the outputs of LLMs could be
closer to human annotation results.16 Therefore, we provide
prompts to LLMs asking them to produce final annotation re-
sults in the format of LEEC json data. The dataset used is
the same as in the DEE task. For evaluation, we compare the
accuracy of the predicted and annotated results of humans.

Results
Table 3 shows the experiment statistics and the accuracy of
LLMs. Table 4 provides an example of how LLMs extract
judgment documents. Although LLMs make up for some
of the inherent shortcomings of DEE models, there are still
many challenges as shown in Tables 3 and 4:

Model Max
length

Truncation Unformatted
output

Accuracy

GPT-3.5 16385 12.71% 0.13% 0.7070
GLM3-32k 32768 1.48% 4.49% 0.4920
LLaMA3 8192 20.70% 7.17% 0.6392

Lawyer-
LLaMA

2048 80.20% * *

Tongyi Farui 12000 12.41% 0.08% 0.6456

Table 3: Overall performance of LLMs. For each model, Max length
is the maximum context length, Truncation is the proportion of trun-
cated data. Unformatted output is the proportion of the output not in
the given format. Since most responses in Lawyer-LLaMA outputs
don’t follow the correct format, its result isn’t included.

(1) Truncated Input and Unformatted Output. One no-
table discovery is that the limited context window of current
LLMs leads to significant problems when analyzing the often
lengthy judicial documents. Moreover, despite the instruc-
tions provided, it was found in all LLMs evaluated that in
some cases the output could not be generated in the expected
format. These issues include repeated outputs, incomplete re-
sponses, irrelevant answers, and other similar circumstances.
Lawyer-LLaMA is the one that deviates the most from the
correct format. This may be due to the small Chinese corpus,
the limited context window, and a degraded general under-
standing ability after fine-tuning in the legal domain.

(2) Incomplete Defendant Coverage. LLMs may over-
look certain defendants in element extraction. Except
Lawyer-LLaMA, both GPT and GLM only extracted one of
the three defendants. This shortcoming is important for legal
research as the absence of defendants can significantly impact
the nature and analysis of the case.

(3) Erroneous Legal Reasoning. LLMs excel at extract-
ing basic labels such as “Name” and “Birth”, but there are still

16For example, LLMs can directly judge whether the sentencing
of “Imprisonment” is delivered by the court with 0/1, and convert the
sentencing length into numeric months, rather than only extracting
the trigger as traditional DEE models do.
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Prompt

Please extract the defendants’ information from the following judgment documents. If a label doesn’t exist or can’t be extracted, fill in the empty string “”. For 0/1 labels such as
“Control”, if the judgment is yes, then fill in 1, otherwise fill in 0. For labels like [ControlTime (months)], you just need to fill in the number. Output example (in the case of one
defendant, if there are multiple defendants, please select Defendant 1, Defendant 2...) : “Defendant 1” : “Name” : “”, “Gender” : “”, “Birth” : “”, “Place” : “”, “Control” : “”, “ControlTime
(months)” : “”, “Detention” : “”, “DetentionTime (month)” : “”, “Imprisonment” : “”, “ImprisonmentTime (month)” : “”, “PoliticalRights” : “”, “PoliticalRightsTime (month/life)” : “”, “Fine” :
“”, “FineNum (yuan)” : “”, “PartofProperty” : “”, “PartofPropertyNum (yuan)” : “”, “AllProperty” : “”, “AllPropertyNum (yuan)” : “”, “EcoCompensation” : “”, “EcoCompensationNum (yuan)”
: “”

Input

“Judgment documents: ....Defendant Xie, male, born on September 27, 1992, Han nationality, farmer, civilian, junior high school education, registered in Gaoyang, Hebei Province ... Xie collided
with Zhang 1, who was standing on the road, and then collided with a small van of Hebei Fxxxxx parked on the road, causing damage to both vehicles and the death of Zhang 1. After the accident,
Ge called Fu to drive to the scene of the accident and pull Xie away to help him escape. Xie takes full responsibility for this accident, and Zhang 1 and Zhang 2 have no responsibility. After
the accident, the relatives of the defendant Xie took the initiative to compensate the economic loss of the victim Zhang 1 family of 460,000 yuan, and obtained the understanding of the
victim’s family.... The public prosecution organ provided the corresponding evidence that the defendant Xie’s behavior violated the provisions of Article 133 of the Criminal Law of the People’s
Republic of China, and he should be investigated for the crime of causing traffic accidents. The actions of the defendants, Ge and Fu, violated the provisions of Article 310 of the Criminal Law of
the People’s Republic of China and should be investigated for criminal responsibility for harboring. The defendant Xie fled and surrendered himself, so it is recommended that he be sentenced to
between three and five years in prison. The defendant Ge, Fu surrendered the plot, please the court on the defendant Ge, Fu’s judgment according to law. The defendants Xie, Ge and Fu have no
objection to the criminal facts, charges and sentencing recommendations charged by the public prosecution. ... By the provisions of Article 133, Article 301, Article 67, paragraph 1, and Article
72, paragraph 1 of the Criminal Law of the People’s Republic of China, the verdict is as follows: 1. The defendant Xie, who committed the crime of causing a traffic accident, is sentenced to
fixed-term imprisonment of three years, with a suspension of four years....”

LEEC DEE Model GPT-3.5 GLM3-32k Lawyer-LLaMA

{“Defendant 1” : {
“Name” : “Xie”,
“Gender” : “Male”,
“Birth” : “1992/9/27”,
“Nation” : “Han”,
“Place” : “Gaoyang, Hebei province”,
“Control” : “0”,
“ControlTime (months)” : “”,
“Detention” : “0”,
“DetentionTime (month)” : “”,
“Imprisonment” : “1”,
“ImprisonmentTime (month)” : “36”,
“PoliticalRights” : “0”,
“PoliticalRightsTime (month/life)” : “”,
“Fine” : “0”,
“FineNum (yuan)” : “”,
“PartofProperty” : “0”,
“PartofPropertyNum (yuan)” : “”,
“AllProperty” : “0”,
“AllPropertyNum (yuan)” : “”,
“EcoCompensation” : “0”,
“EcoCompensationNum (yuan)” : “”,
}
“Defendant 2” : {
“Name” : “Ge”,
...}
“Defendant 3” : {
“Name” : “Fu”,
...}}

{“Defendant 1” : {
“Name” : “Xie”,
“Gender” : “Male”,
“Birth” : “September 27, 1992”,
“Nation” : “Han”,
“Place” : “Gaoyang, Hebei Province”,
“Control” : “”,
“ControlTime (months)” : “”,
“Detention” : “”,
“DetentionTime (month)” : “”,
“I...” : “fixed-term imprisonment”,
“I...Time (month)” : “three years”,
“PoliticalRights” : “”,
“PoliticalRightsTime (month/life)” : “”,
“Fine” : “”,
“FineNum (yuan)” : “”,
“PartofProperty” : “”,
“PartofPropertyNum (yuan)” : “”,
“AllProperty” : “”,
“AllPropertyNum (yuan)” : “”,
“EcoCompensation” : “”,
“EcoCompensationNum (yuan)” : “”,
}
“Defendant 2” : {
“Name” : “Ge”,
...}
“Defendant 3” : {
“Name” : “Fu”,
...}}

“Defendant 1” : {
“Name” : “Xie”,
“Gender” : “Male”,
“Birth” : “1992/9/27”,
“Nation” : “Han”,
“Place” : “Gaoyang, Hebei province”,
“Control” : “0”,
“ControlTime (months)” : “”,
“Detention” : “”,
“DetentionTime (month)” : “”,
“Imprisonment” : “1”,
“ImprisonmentTime (month)” : “36”,
“PoliticalRights” : “”,
“PoliticalRightsTime (month/life)” : “”,
“Fine” : “”,
“FineNum (yuan)” : “”,
“PartofProperty” : “”,
“PartofPropertyNum (yuan)” : “”,
“AllProperty” : “”,
“AllPropertyNum (yuan)” : “”,
“EcoCompensation” : “1”,
“EcoCom...Num (yuan)” : “460000”
}}

“Defendant 1” : {
“Name” : “Xie”,
“Gender” : “Male”,
“Birth” : “1992/9/27”,
“Nation” : “Han”,
“Place” : “Gaoyang, Hebei province”,
“Control” : “0”,
“ControlTime (months)” : “”,
“Detention” : “0”,
“DetentionTime (month)” : “”,
“Imprisonment” : “0”,
“ImprisonmentTime (month)” : “”,
“PoliticalRights” : “0”,
“PoliticalRightsTime (month/life)” : “”,
“Fine” : “0”,
“FineNum (yuan)” : “”,
“PartofProperty” : “0”,
“PartofPropertyNum (yuan)” : “”,
“AllProperty” : “0”,
“AllPropertyNum (yuan)” : “”,
“EcoCompensation” : “0”,
“EcoCompensationNum (yuan)” : “”
}

According to your de-
scription, I have extracted
the information of the de-
fendant Xie for you. The
defendant Xie, male, Han
nationality, farmer, civil-
ian, junior high school
education, registered in
Gaoyang County, Hebei
Province, now lives in
Gaoyang County. ... De-
fendant Xie’s behavior vi-
olated the provisions of
Article 133 of the Crim-
inal Law, and he should
be investigated for crimi-
nal responsibility for the
crime of causing a traf-
fic accident. Notably, de-
fendant Xie surrendered
to the plot, compensated
the victim’s economic
losses, and requested the
court for a lighter pun-
ishment.In addition, you
mentioned that the defen-
dant Ge, Fu also sur-
rendered, please the court
on the defendant Ge, Fu’s
judgment by the law. Fi-
nally, it is recommended
that you provide more
facts and evidence to bet-
ter analyze the situation.

Table 4: An example of extraction. For LLMs, the input message is [prompt, input], and then it is truncated according to the context length of
each model. LEEC is the manual annotation in LEEC dataset. DEE Model is the golden record based on LEEC for traditional DEE models,
GPT-3.5, GLM3-32K and Lawyer-LLaMA represents the output of LLMs. Due to page limitations, We illustrate only representative outputs,
omitting some unimportant information and the outputs of LLaMA3 and Tongyi Farui.

challenges in extracting labels that require the understanding
and knowledge of legal concepts, which make it hard to meet
application requirements. For instance, GPT correctly iden-
tified Imprisonment labels, but mistakenly categorized the
voluntary compensation by Xie’s family as “FineNum”, the
amount of fine in the court ruling. GLM incorrectly iden-
tified 0 for all sentencing labels. Lawyer-LLaMA observed
that Defendant Xie had compensated the victim’s family for
economic losses, but it failed to distinguish it from the judge’s
ruling.

Overall, current LLMs cannot achieve the accuracy re-
quired for empirical research without introducing substantial
bias and errors.17 The LEEC dataset annotated by legal ex-
perts can serve as a benchmark to identify existing challenges,
evaluate extraction accuracy, and function as the training data
for LLMs so that they can be more effectively applied to

17It is shown in Table 3 that the highest accuracy of LLMs is a
little over 70%, which is far from satisfactory for legal research.

downstream applications in the future.

6 Empirical Analysis
Utilizing our LEEC dataset, we conducted empirical legal
analyses with a threefold objective: 1) to verify the suitability
and applicability of the LEEC dataset for empirical analy-
sis; 2) to determine whether it yields patterns that are reason-
able or coherent with related findings from prior empirical
studies, thereby attesting to the quality and robustness of this
dataset; 3) to provide preliminary evidence regarding the ju-
dicial (in)equality within Chinese criminal trials.

Stratification and inequality in criminal sentencing have
garnered considerable attention from scholars across the so-
cial sciences [Ulmer, 2012]. To investigate such issues in
Chinese contexts, we aim to explore the sentencing impact of
defendant demographic characteristics, including gender, eth-
nicity, and age, based on labels in the “Demographic Charac-
teristics” section (refer to Figure A1 in the Appendix) within
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the LEEC dataset. The dependent variable is the length
of limited imprisonment. In line with the predominant ap-
proach in empirical legal research for investigating causal ef-
fects in sentencing [Peng and Cheng, 2022; Liu et al., 2021;
Ulmer, 2012], we used the Ordinary Least Squares (OLS) re-
gression model as our methodological tool. For details re-
garding our regression model, please refer to Appendix C.

Figure 1 presents the forest plot displaying the estima-
tion coefficients of the defendant demographic variables and
their respective 95% confidence intervals. Several inter-
esting results emerge. Firstly, we found that female de-
fendants are likely to be sentenced more leniently in our
dataset. This finding is consistent with a series of stud-
ies in Western jurisdictions [Embry and Lyons Jr, 2012;
Fernando Rodriguez et al., 2006]. These studies provide
evidence supporting the chivalry hypothesis, suggesting that
due to gender patriarchy, women may be perceived as vul-
nerable, less blameworthy, and in need of extra protection
in criminal sentencing. Secondly, we discovered that as
defendants age, their sentences may become more lenient,
aligning with prior studies in the U.S. [Ryon et al., 2017;
Steffensmeier et al., 1995]. Thirdly, unemployed defendants
tend to receive harsher sentences, illustrating a concern for
Chinese courts to maintain social stability [Trevaskes et al.,
2014]. Additionally, those who are less educated are likely to
be sentenced more leniently, possibly because the courts may
perceive these defendants as disadvantaged and less blame-
worthy for their wrongdoings.

Overall, our empirical analysis reveals multiple extra-legal
factors that may contribute to sentencing disparities and judi-
cial unfairness in Chinese criminal trials. However, it should
be noted that our investigation is exploratory and preliminary.
Deeply investigating the impact of each of these defendant
demographic characteristics may require conducting individ-
ual studies or even a series of studies in the social sciences,
with detailed theoretical construction, robustness tests, fur-
ther analyses, etc., far beyond the scope of this paper. Nev-
ertheless, our results provide reasonable and interesting find-
ings that validate the applicability and quality of the LEEC
dataset, while offering insightful direction and evidence for
future researchers’ deeper and broader investigations.

7 Discussion and Conclusion
In this study, we introduce LEEC, a unique dataset designed
for legal elements extraction in Chinese legal system. LEEC
stands out because its label system is enriched with both le-
gal and extra-legal labels, integrating crucial legal knowledge
drawn from Chinese law, empirical legal studies, our inter-
view, and legal experts’ understanding of Chinese legal con-
texts and practices. Each of the 15,919 cases in the dataset
is annotated by law school students. Experimental results un-
derline the challenges for traditional models and LLMs in el-
ement extraction and the biases in Chinese sentencing, signi-
fying areas of focus for future research.

This study has several limitations that we hope will be ad-
dressed by future research: 1) Potential Selection Bias: About
75% of all judicial verdicts in China have been disclosed for
cases not processed through mediation in recent years [Tang

Figure 1: The impact of defendant demographic characteristics on
the length of fixed-term imprisonment.

and Liu, 2019]. Consequently, cases in LEEC may not fully
represent those in actual courts due to potential selection bias.
Future studies should consider this when utilizing LEEC; 2)
Context-Specificity: The data, label system, and annotation
methods are inherently embedded in Chinese contexts. How-
ever, although laws vary across jurisdictions, the underlying
logic, concepts, and biases of the criminal system have much
in common in modern societies. Therefore, we believe that
the majority of the labels and methods of data curation could
serve as useful references for future legal resource research
in other jurisdictions; 3) Biases of LLMs: We identified sev-
eral types of biases in Chinese real criminal sentencing us-
ing LLEC, which are typically embedded in social structure,
stratification, and ideologies. Whether the biases we identi-
fied in LLMs are randomly distributed or similar to those in
the real world requires further examination to ensure that AI
could better serve judicial fairness and social good.

Ethical Statement
To support downstream applications, the knowledge graph
and annotation in this study exhibit high granularity. It is of
paramount importance that users of LEEC exercise due cau-
tion. We strongly oppose the use of LEEC for any purposes
that could lead to discrimination or violations of the rule of
law. The personal information included in the published ju-
dicial documents was collected and processed in strict com-
pliance with Chinese law. Any future utilization of LEEC
must also adhere to applicable laws and commit to responsi-
ble, ethical handling of the data.
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