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Abstract
Automatic Speech Recognition (ASR) systems
have witnessed notable advancements in recent
years. Contextualized ASR tasks require recogniz-
ing speech not as isolated utterances but within the
broader context in which they occur. Conventional
approaches often employ a second-pass paradigm
to re-rank initial transcriptions, yet they risk propa-
gating errors across candidate hypotheses, thereby
compromising recognition precision. In this study,
we introduce a novel framework that diverges from
typical second-pass rescoring methods. Given n-
best hypotheses, we leverage prompting with a
large language model for contextualized second-
pass generation. Besides pursuing higher accu-
racy, we aim to explore the performance bound-
aries without substantially altering the underlying
pre-trained speech and language models. We inves-
tigate the effectiveness of the proposed paradigm
through zero-shot prompting and strategic low-rank
adaptation tuning. On the multi-accent spoken
reading comprehension benchmark SQuAD-SRC,
both prompting and fine-tuned models outperform
the 1-best ASR hypothesis, achieving notable rel-
ative Word Error Rate (WER) improvements of
13.6% and 45.9%, respectively. The results suggest
that the proposed approach enhances transcription
accuracy and contextual understanding.

1 Introduction
Automatic Speech Recognition (ASR) models play a crucial
role in various applications, ranging from virtual assistants
and transcription services to accessibility tools. Despite sig-
nificant recent progress in ASR [Radford et al., 2023], recog-
nizing speech in diverse contexts remains a challenge. Con-
textualized ASR tasks involve interpreting speech not just as
individual utterances but within the broader context in which
they occur. For instance, when transcribing short segments
of lengthy lecture videos, context can provide essential in-
formation, such as topics and background details. Most ex-
isting contextualized ASR work focuses on contextual bias-
ing towards a predefined list of rare named entities in spe-
cific domains [Sathyendra et al., 2022; Sun et al., 2023;

Figure 1: An illustrative example showcasing that second-pass gen-
eration with n-best ASR hypotheses and context allows it to exploit
LLM for enhanced speech recognition.

Fu et al., 2023]. In contrast, our work focuses on contextu-
alized ASR with entire text passages, involving the compre-
hension of intricate linguistic subtleties, adaptation to varying
speaking styles, and the ability to discern contextual cues, all
contributing to the heightened complexity of the ASR task.

Efforts to address contextualized ASR complexities fall
into two main categories. One direction involves the fu-
sion of acoustic representations extracted from the speech
encoder and text representations of the context during de-
coding. These fusion approaches usually demand computa-
tionally expensive re-training of the entire network end-to-
end, to enable better interaction between semantic spaces of
speech and text modalities. In our work, we explore adapting
the pre-trained speech model without extensive re-training,
which proves more efficient, especially given the abundance
of text-only training data.

The second direction involves a two-pass paradigm, where
the first pass generates n-best hypotheses, and the second-
pass subsequently re-scores these candidates to output the
best transcript. While discriminative training with a Min-
imum Word Error Rate (MWER) during the second-pass
rescoring phase enhances performance, it introduces a con-
straint by limiting the scope of candidate hypotheses to those
generated in the initial pass. This limitation holds the poten-
tial to propagate errors across all candidate choices, leading
to sub-optimal transcription outcomes. Figure 1 illustrates a
scenario where the entity “Super Bowl” is inaccurately recog-
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Figure 2: Overview of the proposed two-stage paradigm. The second-pass generation involves two settings: zero-shot prompting and fine-
tuning with low-rank adapters.

nized in all n-best hypotheses, rendering second-pass rescor-
ing ineffective even when the correct phrase is provided in the
context passage.

To address these challenges, we introduce a paradigm-
shifting framework that redefines the rescoring paradigm in
ASR. Rather than confining the second-pass process to a pre-
determined set of candidate hypotheses, our approach har-
nesses the extensive linguistic knowledge embedded within
large language models (LLMs) to generate contextually co-
herent transcriptions. This innovative methodology excels in
capturing subtle contextual nuances and seamlessly adapting
to diverse speech patterns.

Prompting emerges as a potent strategy for exploiting
LLMs for ASR, providing users with the means to guide
the model towards specific desired responses based on care-
fully crafted prompts. In our work, we leverage Mistral
[Jiang et al., 2023] and textual prompts for second-pass gen-
eration, incorporating n-best hypotheses and context para-
graphs as input. Additionally, to optimize LLM perfor-
mance on contextualized ASR, we introduce a further re-
finement by fine-tuning the model with low-rank adaptation
(LoRA) [Hu et al., 2022]. LoRA introduces adaptive learn-
ing rates across different layers, enhancing the LLM’s ca-
pacity to generalize across diverse speech patterns and con-
textual variations. Through experimentation and evaluation,
we show that our proposed methodology distinctly outper-
forms existing approaches, resulting in improved transcrip-
tion accuracy and contextual fidelity. On the contextualized
ASR dataset SQuAD-SRC [Tang and Tung, 2023], our pro-
posed second-pass generation with zero-shot prompting and
fine-tuning achieves a noteworthy relative WER improve-
ment of 13.6% and 45.9%. We will release the code via
https://github.com/tangyixuan/2ndPassContextASR.

To summarize, the main contributions of this paper are as
follows:

• We propose a novel framework that seamlessly inte-
grates large language models into a second-pass gener-
ation paradigm, overcoming the inherent limitations of
existing solutions.

• By designing prompting and leveraging LoRA fine-
tuning, we efficiently enhance the LLM’s capacity to

discern subtle contextual nuances and optimize its per-
formance for contextualized ASR tasks.

• Through rigorous experimentation and evaluation, we
demonstrate that our proposed approach achieves no-
table improvements in transcription accuracy and con-
textual understanding.

2 Problem Formulation
In specialized domains, such as medical, legal, or academic
settings, the accuracy of ASR is significantly influenced by
contextual cues embedded within textual paragraphs. The
recognition of domain-specific information and terminolo-
gies demands a nuanced contextual understanding to ensure
accurate transcription.

To formalize this task, let w denote a raw speech utterance,
and p represent the corresponding contextual textual para-
graph. Our objective is to develop a framework that generates
a transcription t̂ aligned with both w and p, i.e. t̂ = f(w, p).
Specifically, considering a list of n-best hypotheses generated
in the first pass, denoted as T = {t1, t2, ..., tn}, we aim to op-
timize the second-pass generation with respect to the context
p, represented as t̂ = g(T, p).

3 Methodology
3.1 Framework Overview
As illustrated in Figure 2, our approach to contextualized
speech recognition follows a two-stage pipeline. In the initial
stage, the proposed framework generates n-best candidate hy-
potheses using a pre-trained ASR model. The top-1 hypoth-
esis serves as the baseline for comparison. Subsequently, a
large language model is employed for the second-pass gener-
ation process. Instead of computing the probability of each
hypothesis individually, all n-best hypotheses, along with the
contextual information and an instructional prompt, are fed
into the LLM for optimal transcription generation. We ex-
plore the LLM’s performance in contextualized ASR under
two settings: zero-shot prompting and fine-tuning with LoRA
[Hu et al., 2022].
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Figure 3: Model structure for second-pass regeneration with zero-shot prompting or low-rank adaptation.

3.2 Candidate Hypotheses Generation
To initiate the ASR pipeline, we leverage the capabilities of
the pre-trained Whisper 1 [Radford et al., 2023], an advanced
auto-regressive transformer architecture designed for robust
speech recognition. The Whisper model is configured to pro-
cess raw audio waveforms, producing a set of n-best hypothe-
ses during the decoding phase. Employing a beam search
strategy, the model iteratively extends the sequence of tokens
while maintaining a hypothesis set consisting of the top N
sequences. At each step, the model samples the next token
from its predicted probability distribution and updates the set
based on the extended sequences’ probabilities. This itera-
tive process continues until reaching a maximum length or
convergence, resulting in a diverse set of n-best hypotheses
that represent alternative transcriptions, capturing various po-
tential interpretations of the audio utterances. Among these
hypotheses, the transcription with the highest probability is
selected as the 1-best hypothesis baseline.

3.3 Second-Pass Re-Generation
Model Structure
Figure 3 illustrates the detailed model structure of our pro-
posed framework. A distinctive feature is the shift from dis-
criminative second-pass rescoring to second-pass generation.
Following the acquisition of candidate hypotheses, we em-
ploy a pre-trained generative large language model to inte-
grate both contextual information and speech-related details
embedded within these hypotheses. It is noteworthy that, al-
though we leverage Mistral-7B-Instruct-v0.1 2 [Jiang et al.,

1https://github.com/openai/whisper
2https://huggingface.co/mistralai/Mistral-7B-Instruct-v0.1

2023] in our experiments, the framework is designed to ac-
commodate any generative LLM. Unlike conventional rescor-
ing strategies that treat each hypothesis independently, our
approach involves concatenating all n-best hypotheses. We
then feed them, along with the context passages structured by
the prompt, to the LLM. This enables a more holistic integra-
tion of diverse interpretations and linguistic variations present
in the candidate hypotheses, thereby enhancing the model’s
ability to generate contextually coherent transcriptions.

Zero-Shot Prompting

Figure 4: Prompt template designed for zero-shot prompting and
LoRA fine-tuning for second-pass generation. {gold} is provided
during training and it’s not available during inference.

Zero-shot prompting stands out as a powerful technique
for directing large language models to perform specific tasks
without the need for explicit fine-tuning or additional training
data [Liu et al., 2023]. This approach relies on well-crafted
prompts to guide the model towards generating responses
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aligned with the intended objectives. Figure 1 illustrates the
desired scenario of second-pass generation using prompting
with an LLM, utilizing context to enhance the quality of gen-
erated transcripts.

In this work, we employ zero-shot prompting by present-
ing the model with multiple candidate hypotheses and context
and instructing it to generate the correct transcription. The
success of this strategy depends on the pre-trained LLM’s in-
trinsic understanding of linguistic nuances, syntax, and se-
mantics. While the core concept is straightforward, the pro-
cess of designing effective prompts demands ingenuity and
resourcefulness to ensure high-quality outcomes.

Despite the apparent simplicity of prompts, the intricacies
of prompt design are nontrivial. The challenge lies in effec-
tively infusing contextual cues without introducing redundant
tokens. To strike this balance, we experimented with various
versions of prompt templates. The template shown in Figure
4 represents the final decision to be adopted in our paradigm,
where each individual hypothesis is separated by a newline
character when formatted into the prompt. This template in-
cludes a simple description of the input contents and a direct
instruction to generate the true transcription.

Our exploration also delved into few-shot prompting
with demonstrations and chain-of-thought prompting, though
yielding minimal gains. We attribute this to the fact that one
example with 10-best hypotheses and context already reaches
an effective modeling sequence length. The formulated in-
struction for one example already comprises a mean of 408
tokens.

Low-Rank Adaptation
To optimize the LLM for contextualized ASR tasks, we em-
ploy fine-tuning on Mistral-7B-Instruct-v0.1 using instruc-
tions generated on the training set using the same prompt tem-
plate as described in zero-shot prompting. However, full fine-
tuning on an LLM is computationally expensive. Drawing
inspiration from the success of low-rank adaptation in other
NLP tasks [Hu et al., 2022], we adopt LoRA fine-tuning to
further adapt the LLM.

In the process LoRA fine-tuning, we strategically adjust
only the Key-Value (KV) pairs within multi-head attention
layers and weights in feed-forward layers of each transformer
block. This focused tuning enhances the model’s ability
to discern subtle contextual nuances, incorporate domain-
specific vocabulary, and optimize its performance for contex-
tualized ASR applications while significantly reducing com-
putational costs.

Training Objective
To train the prompt template filled with concatenated n-best
hypotheses, context, and reference transcript, we utilize an
auto-regressive loss. This loss encourages the model to gen-
erate specified tokens sequentially, and the optimization of
auto-regressive training loss (L) is defined as:

L(ŷ, y) = −
|y|∑
i=1

logP (ŷi|ŷ< i; θ) (1)

where | · | computes the cardinality of a sequence, ŷ rep-
resents the predicted sequence, y denotes the ground truth

# N-best hypos WER Relative Improvement
1 24.2 baseline
3 23.1 4.5 %
5 22.3 7.9 %
10 20.9 13.6 %

Table 1: Performance of zero-shot prompting on SQuAD-SRC dev
dataset with different number of n-best hypotheses used in the
prompt for second-pass generation.

sequence, and θ embodies the trainable parameters of LLM.
This negative log loss formulation guides the model to pro-
duce sequences that align closely with the ground truth.

4 Experiments
In this section, we provide a comprehensive overview of the
experimental setup, detailing the dataset, training specifics,
baseline model, and evaluation metrics employed. Subse-
quently, we present the main experimental findings, delving
into the impact of the number of candidate hypotheses gen-
erated in the first pass and analyzing the performance gain
achieved by increasing the number of instruction pairs used
for fine-tuning the model.

4.1 Experimental Settings
Dataset We evaluate the proposed two-stage paradigm for
contextualized ASR on the SQuAD-SRC [Tang and Tung,
2023] dataset, employing both zero-shot prompting and
LoRA fine-tuned models. The SQuAD-SRC dataset is a
multi-accent spoken reading comprehension dataset, com-
prising 98,169 spoken questions. A textual passage is pro-
vided for each question which contains the answer. The audio
utterances are recorded by 24 qualified speakers from six dif-
ferent countries, including the US, UK, China, India, Japan,
and Thailand, thereby providing a challenging set of diverse
English accents. In our experiments, the spoken questions are
taken in the raw audio waveforms, while the corresponding
textual passages offer contextual information. The primary
objective for contextualized ASR is to transcribe the spoken
questions’ text.

Implementation Details In our experimental setup, we ini-
tiate by creating training instructions, formed by incorpo-
rating hypotheses and context through the prompt template
specifically designed for contextualized ASR. We vary the
number of n-best hypotheses employed in each example, ex-
ploring values of n = 1, 3, 5, and 10. The model is initialized
with Mistral-7B-Instruct-v0.1. Subsequently, we systemati-
cally assess the performance of the proposed framework us-
ing different quantities of training instructions, ranging from
100, 500, 1000, to 2000. The selection of the batch size,
which can be 1, 2, 4, or 8, depends on the number of hypothe-
ses in each example and consequently influences the string
length. Employing the paged Adam optimizer, we investigate
learning rates of 2× 10−4, 1× 10−4, and 1× 10−3, choosing
the optimal value. The model is trained for 5 epochs, with
early stopping implemented to evaluate the checkpoint dis-

Proceedings of the Thirty-Third International Joint Conference on Artificial Intelligence (IJCAI-24)

6481



# training examples hours Whisper-tiny Whisper-base Whisper-small Whisper-medium

WER RI WER RI (%) WER RI (%) WER RI (%)

0 0 24.2 baseline 19.7 baseline 17.0 baseline 16.6 baseline
100 0.2 19.4 19.8% 14.9 24.4% 14.7 13.5% 14.6 12.0%
500 0.8 15.0 38.0% 13.0 34.0% 12.8 24.7% 13.3 19.9%

1000 1.4 13.6 43.8% 12.3 37.6% 11.6 31.8% 12.0 27.7%
2000 2.9 13.1 45.9% 12.1 38.6% 11.5 32.4% 11.9 28.3%

Table 2: Performance of LoRA finetuned model for second-pass generation with different amounts of training data from SQuAD-SRC train
set on different configurations of backbone ASR model. “# Pairs” denotes the number of hypotheses-transcription pairs, and “Duration”
represents the corresponding speech duration.

Reference Which hotel did the Panthers stay at for the Super Bowl?
N-best hypotheses 1. What hotel did the Panther stay at for the sugar bowl?

2. What hotel did the panther stay at for the soup bowl?
3. What hotel did the panther stay at for the supper belll?
4. What hotel did the panther stay at the supper bell?
5. What hotel did the Panthers stay at for the soup bowl?

Zero-shot prompting What hotel did the panther stay at for the sugar bowl?
LoRA w #100 training egs What hotel did the panther stay at for the sugar bowl?
LoRA w #1k training egs What hotel did the Panthers stay at for the Super Bowl?
LoRA w #2k training egs What hotel did the Panthers stay at for the Super Bowl?

Table 3: Examples of transcripts recognized with / without second-pass generation under different settings.

playing the best performance on the development set. The
training process is executed on one A100 card.

Baseline To establish a baseline, we use the 1-best can-
didate hypothesis with the highest probability during beam-
search decoding. Specifically, we deploy state-of-the-art
Whisper [Radford et al., 2023] models for candidate hypoth-
esis generation.

Evaluation Metrics To quantify the effectiveness of speech
recognition, the standard word-error-rate (WER) is used as
the evaluation metric. WER is calculated as the sum of substi-
tutions, deletions, and insertions divided by the total number
of words in the reference text:

WER =
Substitutions + Deletions + Insertions

Total Words in Reference

Additionally, we present relative WER improvement by
comparing each approach against the baseline. The relative
improvement computes the percentage improvement in WER
by comparing the WER of the proposed method with the
WER of baseline approach.

Relative Improvement =
Baseline WER − Improved WER

Baseline WER

4.2 Zero-shot Prompting Performance Analysis
Table 1 presents experimental results of zero-shot prompt-
ing on the SQuAD-SRC development dataset, showcasing the
impact of varying the number of n-best hypotheses used in

the prompt for second-pass generation. The baseline perfor-
mance with 1-best hypothesis is recorded at 21.1% WER.

As we progressively increase the number of candidate hy-
potheses to 3, 5, and 10, we observe a consistent reduction
in WER. Specifically, employing 3-best hypotheses yields a
WER of 20.4%, representing a 3.3% relative improvement
over the baseline. The trend continues, with 5-best hypothe-
ses resulting in a WER of 19.5% (7.6% relative improve-
ment), and 10-best hypotheses achieving the lowest WER of
18.8% (10.9% relative improvement).

These results indicate that incorporating a greater number
of diverse hypotheses during the second-pass generation pro-
cess enhances the model’s ability to capture contextual nu-
ances and improve overall transcription accuracy. The ob-
served reduction in WER demonstrates the effectiveness of
leveraging multiple hypotheses for contextualized ASR, high-
lighting the potential of our proposed framework in accom-
modating varied interpretations and improving performance
on challenging spoken language understanding tasks.

4.3 LoRA Fine-tuned Performance
Table 2 presents the experimental results of our proposed
paradigm after LoRA fine-tuning for second-pass generation,
illustrating the impact of varying amounts of training data.
We evaluate the paradigm using various configurations of
Whisper, with the baseline being the best candidate hypothe-
sis generated by the original Whisper. Each example is eval-
uated using 10 candidate hypotheses.

The results demonstrate a consistent trend across all back-
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bone ASR configurations, showing a decrease in WER and
an increase in relative improvement (RI) as the number of ex-
amples used for fine-tuning increases. This trend highlights
the effectiveness of our framework across different backbone
ASR sizes. Notably, even with just 100 training examples
(0.2 hours total speech duration), a significant performance
improvement is observed.

Comparing different Whisper configurations, Whisper-tiny
achieves the most substantial gain with a 45.9% RI. Af-
ter fine-tuning on 2000 examples, our paradigm signifi-
cantly reduces the WER difference between Whisper-tiny and
Whisper-medium from 7.6 to 1.2,. Fine-tuned Whisper-tiny
surpasses the performance of the original Whisper-medium,
which contains about 20 times more parameters than it.

These results underscore the impact of LoRA fine-tuning
on the proposed framework’s performance with minimal
training data. The model effectively captures contextual in-
formation, leading to notable improvements in transcription
accuracy. These findings highlight the potential of our ap-
proach to adapt to diverse speech patterns and enhance con-
textualized ASR tasks effectively.

4.4 Qualitative Analysis
Table 3 presents a qualitative analysis of ASR transcriptions
under different settings, comparing the n-best hypotheses
generated in the first pass with the results obtained through
zero-shot prompting and LoRA fine-tuning.

In the n-best hypotheses, word errors are obvious, includ-
ing wrongly recognized terms like “Panther” and “panther”,
“sugar bowl”, “soup bowl”, and “supper bell”.

Under zero-shot prompting, the recognition is consistent
with the prevalent errors in the n-best hypotheses, indicating
limited improvement in transcription accuracy for some ex-
amples.

As the number of training examples used in LoRA fine-
tuning increases, the model exhibits an improved ability to
learn from context passages and correct mistakes present in
all n-best hypotheses. Upon increasing the training data to
1,000 pairs, the LoRA fine-tuned model showcases signifi-
cant improvement, accurately transcribing the reference ques-
tion as “What hotel did the Panthers stay at for the Super
Bowl.” Further improvement is observed with 2,000 pairs, re-
inforcing the efficacy of LoRA fine-tuning in addressing er-
rors present in the initial hypotheses and achieving enhanced
transcription accuracy and contextual understanding.

5 Related Work
Contextualized Speech Recognition Addressing the chal-
lenges of contextualized ASR has been a focal point in re-
cent research endeavors. Traditional approaches in contextu-
alized ASR often centered on context biasing towards a pre-
defined set of rare named entities [Sun et al., 2023; Chang et
al., 2021; Le et al., 2021; Sathyendra et al., 2022; Fu et al.,
2023] in specific domains [Yu et al., 2023; Li et al., 2023;
Yang et al., 2023]. These conventional methods typically in-
volve incorporating contextual information related to a hand-
ful of specific entities, tailoring ASR models to recognize and
transcribe these entities more accurately. However, these ap-
proaches often fall short when confronted with the intricate

linguistic subtleties present in extended passages or varied
speaking styles . Our work takes a departure from this entity-
centric focus and aims to contextualize ASR on a broader
scale, dealing with entire text passages [Shenoy et al., 2021;
Chang et al., 2021]. This shift introduces new challenges, in-
cluding the need for the model to comprehend more nuanced
context, adapt to diverse linguistic variations, and accurately
discern contextual cues, contributing to the heightened com-
plexity of the ASR task.

Leveraging Language Models for ASR Enhancement
The integration of pre-trained language models to augment
tasks in speech recognition has attracted considerable atten-
tion. Capitalizing on the extensive linguistic knowledge em-
bedded within LLMs emerges as a promising avenue to en-
hance transcription accuracy and contextual understanding.
Prior studies have explored various applications of language
models in ASR, encompassing the fusion of hidden repre-
sentations of acoustic and textual features in both shallow
and deep manners [Huang et al., 2023; Ogawa et al., 2023;
Chang et al., 2021; Han et al., 2022; Chang et al., 2023],
as well as the incorporation of modality adaptation lay-
ers to process speech encoder outputs as inputs for gener-
ative LLMs [Radhakrishnan et al., 2023; Wu et al., 2023;
Shu et al., 2023; Shukor et al., 2023; Hono et al., 2023; Chen
et al., 2023]. Many of these approaches require end-to-end
training of speech-text pairs, a time-consuming process. Our
work aligns with this overarching trend but introduces a novel
approach by integrating LLMs into a second-pass generation
paradigm, instead of second-pass rescoring [Li et al., 2023;
Shivakumar et al., 2023]. This innovative strategy allows us
to harness LLMs for contextually guided transcription gen-
eration, unlocking the potential to capture intricate contex-
tual nuances and seamlessly adapt to diverse speaking styles.
This marks a departure from traditional approaches that often
necessitate exhaustive re-training, highlighting the efficiency
and effectiveness of leveraging LLMs to enhance ASR capa-
bilities in a more streamlined manner.

6 Conclusion & Future Work
To conclude, we propose a novel framework for contextual-
ized ASR that diverges from traditional second-pass rescor-
ing paradigms. By utilizing large language models for con-
textualized second-pass generation, our approach aims to im-
prove contextual understanding and transcription accuracy.
Our experiments on the SQuAD-SRC dataset demonstrate
the effectiveness of the proposed framework. Both zero-shot
prompting and fine-tuning with low-rank adaptation signifi-
cantly outperformed the 1-best hypothesis, achieving relative
word error rate reductions of 13.6% and 45.9%, respectively.
Qualitative analysis further highlights the model’s ability to
correct errors that conventional second-pass rescoring cannot
handle.

For future work, we plan to explore the generalization
of the second-pass generation paradigm across different do-
mains and languages. Incorporating domain information as
context in the contextualized ASR framework could help ad-
dress domain-specific speech recognition challenges.
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