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Abstract
Relation extraction (RE) aims to identify relations
between entities mentioned in texts. Although large
language models (LLMs) have demonstrated im-
pressive in-context learning (ICL) abilities in var-
ious tasks, they still suffer from poor performances
compared to most supervised fine-tuned RE meth-
ods. Utilizing ICL for RE with LLMs encounters
two challenges: (1) retrieving good demonstrations
from training examples, and (2) enabling LLMs ex-
hibit strong ICL abilities in RE. On the one hand,
retrieving good demonstrations is a non-trivial pro-
cess in RE, which easily results in low relevance
regarding entities and relations. On the other hand,
ICL with an LLM achieves poor performance in
RE while RE is different from language modeling
in nature or the LLM is not large enough. In this
work, we propose a novel recall-retrieve-reason RE
framework that synergizes LLMs with retrieval cor-
pora (training examples) to enable relevant retriev-
ing and reliable in-context reasoning. Specifically,
we distill the consistently ontological knowledge
from training datasets to let LLMs generate relevant
entity pairs grounded by retrieval corpora as valid
queries. These entity pairs are then used to retrieve
relevant training examples from the retrieval cor-
pora as demonstrations for LLMs to conduct better
ICL via instruction tuning. Extensive experiments
on different LLMs and RE datasets demonstrate
that our method generates relevant and valid entity
pairs and boosts ICL abilities of LLMs, achieving
competitive or new state-of-the-art performance on
sentence-level RE compared to previous supervised
fine-tuning methods and ICL-based methods.

1 Introduction
The emergence of large language models (LLMs) such as
GPT-3 [Brown et al., 2020] represent a significant advance-
ment in natural language processing (NLP). Instead of fol-
lowing a pre-training then fine-tuning pipeline [Radford et
al., 2019; Devlin et al., 2019; Liu et al., 2019; Raffel et
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al., 2020], which fine-tunes a pre-trained model on a task-
specific dataset in a fully-supervised manner, LLMs employ a
new paradigm known as in-context learning (ICL) [Brown et
al., 2020] which formulates an NLP task under the paradigm
of language generation and makes predictions by learning
from a few demonstrations. LLMs with ICL demonstrate im-
pressive performance comparable to traditional methods even
with limited examples [Brown et al., 2020; Zhao et al., 2021].

Despite the generally promising ICL performances [Wei
et al., 2022b; Arora et al., 2023; Shang et al., 2024], cur-
rent ICL in relation extraction (RE) [Li et al., 2024] task suf-
fers from relatively poor performance. RE is a pivotal task in
NLP [Li et al., 2022; Wang et al., 2023a; Wang et al., 2023b;
Ji et al., 2023; Liu et al., 2024], necessitating a profound com-
prehension of natural language, which involves identifying a
pre-defined relation between a given entity pair mentioned in
the input sentence or marking it as NA if no relation is iden-
tified. Given a test example input, ICL for RE prompts the
input of LLMs with a few demonstrations retrieved from the
training data and the test input itself, then LLMs generate the
corresponding relation. Recent studies [Jimenez Gutierrez et
al., 2022; Ma et al., 2023] have revealed a significant perfor-
mance gap in LLMs when apply ICL to the RE task. The
main obstacles that utilizing ICL for RE with LLMs are two-
fold: (i) the low relevance regarding entity and relation in the
retrieved demonstrations for ICL [Wan et al., 2023], and (ii)
the failure of utilizing LLMs with moderate size (less than
10B) compared to 175B GPT-3 for ICL [Li et al., 2023c].

Typically, ICL demonstrations are selected randomly or via
similarity-based sentence embedding obtained by sentence
encoder such as Sentence-BERT [Reimers and Gurevych,
2019]. However, similarity-based retrieval is more concerned
with the relevance of the overall sentence semantics and not
as much with the specific entities and relations it contains,
where consequently the test input tends to retrieve a seman-
tically similar sentence but is not desired in terms of enti-
ties and relations. Similar with finding good demonstrations
in ICL for general NLP tasks [Liu et al., 2022], the demon-
strations for RE should contain as much as similar or exactly
same entities and relations regarding the test example, so as
to significantly help the test example infer the relation be-
tween entities. However, current retrieval techniques [Gao et
al., 2021; Wan et al., 2023] fail to locate the delicate demon-
strations considering the consistency of ontology (i.e., gen-
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Demonstrations

Test Example

Figure 1: Comparison between naive demonstration selection (left)
and our demonstration selection (right) methods. Different colors
represent different relations between entity pairs, while green repre-
sents the golden relation expressed by entity pairs in test example.

eralized entity types and the relations between them). Since
entity types grouped under the similar ontology are often cor-
related and share similar relations [Roche, 2003], we assume
that examples sharing the similar ontology are relevant and
could serve as good demonstrations for ICL. To this end,
we propose to retrieve the relevant demonstrations in RE in-
corporating consistent ontological knowledge. Figure 1 il-
lustrates the basic principles of our demonstration selection
method, where we expect the demonstrations to include as
many entity pairs as possible that express the same relation
(i.e., similar ontology) with the test example. To obtain such
ontological knowledge guided demonstrations, we propose to
let the LLMs learn to generate relevant entity pairs that share
the same relations with each test example, by implicitly ac-
quiring the ontological knowledge of specific RE task during
training phase. Then ICL demonstrations are retrieved from
training examples by these recalled entity pairs. Compared to
similarity-based retrieval, recalling entities explicitly via im-
plicitly ontological knowledge guiding bring more benefits.

Besides the demonstration selection, the parameter scale of
LLMs also plays an important role in ICL. Existing promis-
ing RE results obtaining via ICL all use very large-scale pro-
prietary models [Agrawal et al., 2022; Li et al., 2023c]. Al-
though smaller open-source LLMs such as LLaMA [Touvron
et al., 2023] can also perform ICL similarly in simple clas-
sification tasks like sentiment classification, they are unable
to perform more challenge tasks like extracting relations be-
tween entities through in-context demonstrations. Due to
the limitations of proprietary models (higher computation
cost and time consumption, concerns about privacy protec-
tion and local deployment, etc.), open-source smaller LLMs
(less than 10B) achieve better ICL performance is of more
applicability. Therefore, recent studies [Chen et al., 2022b;
Min et al., 2022b] attempt to boost the moderate size LLMs
ICL ability via meta in-context learning where an LLM is
tuned to do in-context learning on a large set of training tasks.
Inspired by this, we optimize LLMs to do in-context RE on
training set, making the model becomes more effectively to
reason about the relation between entities in-context by con-

ditioning on a few training examples at inference time. Com-
pared to directly optimize the input-output formats of exam-
ples (sentence and entity pair as input and relation label as
output), this method can conduct in-context reasoning based
on retrieved examples and generate more accurate results.

To alleviate the above issues of irrelevant demonstration
retrieval and inferior ICL capability, we present a recall-
retrieve-reason framework, a novel RE method called RE4

(Relation Extraction with REcall, REtrieve and REason) that
synergizes open-source LLMs with retrieval corpora (train-
ing examples) to retrieve relevant demonstrations and con-
duct in-context reasoning. Specifically, RE4 first generates
entity pairs guided by ontological knowledge and grounded
by retrieval corpora as valid queries via the recalling module.
These entity pairs are then used to retrieve valid training ex-
amples from retrieval corpora in retrieval module to conduct
in-context reasoning by reasoning module. In this way, we
not only retrieve the relevant demonstrations from retrieval
corpora but also consider the guidance of entity pairs and rela-
tions for reasoning. Based on this framework, RE4 is joint op-
timized by two tasks: 1) recalling optimization, where we dis-
till ontological knowledge from retrieval corpora into LLMs
to generate relevant and valid entity pairs as queries; and 2)
reasoning optimization, where we enable LLMs to conduct
in-context reasoning based on retrieved demonstrations and
generate predicted relations. We conduct extensive experi-
ments on RE benchmarks to validate the effectiveness of RE4.
In summary, our contributions are three-fold:

• We propose a novel recall-retrieve-reason framework for
RE that synergizes open-source LLMs with training ex-
amples to retrieve relevant demonstrations and conduct
in-context reasoning. Moreover, the recalling module of
RE4 can be plug-and-play with different LLMs during
inference to improve their performance.

• We distill the consistently ontological knowledge from
training examples to guide LLMs for valid and relevant
entity generation, and propose to boost the open-source
LLMs in-context reasoning for RE via ICL tuning.

• We conduct extensive experiments on RE benchmarks
and the results demonstrate that RE4 achieves state-of-
the-art performance in sentence-level RE.

2 Methodology
2.1 Task Formulations
For a given natural language sentence s contains N words,
relation extraction aims at extracting the pre-defined relation-
ship r between h and t, where h and t are two given target
entities in s. If there is no pre-defined relation between h and
t, predict NA. Following previous works [Cabot and Navigli,
2021; Paolini et al., 2021; Li et al., 2023b], we treat RE as a
generation task following the standard decoding manner. The
optimization procedure can be written as follows:

p(r|s, h, t) =
L∏

l=1

p(yl|s, h, t, y<l) (1)

where we use an auto-regressive transformer [Vaswani et al.,
2017] decoder to generate the relation name r with label
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Retrieval Corpora (Training Examples)

Test Example:
Carnegie Mellon University (CMU) is located in Pittsburgh, Pennsylvania, United States.

(Carnegie Mellon University (CMU), ?, Pittsburgh, Pennsylvania, United States)

Predicted Relation:
(Carnegie Mellon University (CMU), Located in, Pittsburgh, Pennsylvania, United States)

Large Language Model (LLM)

Relevant Entity Pairs: 
Stanford University - Palo Alto, California

Oxford University - Oxford, England

Carnegie Mellon University - Allegheny City

University of Tokyo - Bunkyo, Tokyo, Japan

Relevant Demonstrations:
Stanford University is located in...

Oxford University is situated in the...

Carnegie Mellon University is a neighbor...

The University of Tokyo is a national...

① Recalling ③ Reasoning

② Retrieving

Recalling Prompt
Please generate k valid entity pairs with similar 

ontologies between them that can be helpful for 

identifying the relation from following entity pair 

in the sentence.

Sentence: Carnegie Mellon University (CMU) is 

located in Pittsburgh, Pennsylvania, United States.

Head Entity: Carnegie Mellon University (CMU)

Tail Entity: Pittsburgh, Pennsylvania, United 

States

| Head Entity | Tail Entity |
| Stanford University | Palo Alto, California |

| Oxford University | Oxford, England |

| Carnegie Mellon University | Allegheny City |

| University of Tokyo | Bunkyo, Tokyo, Japan |

| | |

Reasoning Prompt
Based on these examples, please identify the 

relation from the given entity pair in the sentence.

Sentence: Stanford University is located in Palo 

Alto, California, and is one of the world's 

renowned private research universities. 

Head Entity: Stanford University

Tail Entity: Palo Alto, California

Relation: Located in

Sentence: Carnegie Mellon University (CMU) is 

located in Pittsburgh, Pennsylvania, United States.

Head Entity: Carnegie Mellon University (CMU)

Tail Entity: Pittsburgh, Pennsylvania, United 

States

Relation: Located in

Inference Optimization Prompt Details

Figure 2: Illustration of the RE4 framework. Given a test example, we first prompt LLMs to generate several relevant entity pairs that are
grounded by retrieval corpora as queries. Then we retrieve demonstrations from training examples using the queries. Finally, we conduct
in-context reasoning based on the retrieved entities and relations. The instructions in prompts are marked with underline, and the outputs of
LLMs in prompts are highlighted in blue.

length L, and p(yl|s, h, t, y<l) denotes the probability of each
token y in r generated by LLMs.

2.2 Framework Overview
Recently, many techniques have been explored to improve
the ICL ability of LLMs in RE, which first retrieves relevant
demonstrations from training examples and then conduct in-
context RE based on them [Wan et al., 2023]. However, the
challenges of low-quality demonstration retrieval and infe-
rior ICL ability of open-source models hinder the progress of
ICL for RE in the era of LLMs. To address these issues, we
propose a novel recall-retrieve-reason framework, which re-
calls relevant entity pairs, retrieves good demonstrations and
then perform in-context reasoning for better relation predic-
tions. The overall framework of RE4 is illustrated in Figure 2.
Given a test example “Carnegie Mellon University (CMU) is
located in Pittsburgh, Pennsylvania, United States”, aiming
to identify the relation between “Carnegie Mellon University
(CMU)” and “Pittsburgh, Pennsylvania, United States”, we
generate an entity pair “Stanford University” and “Palo Alto,
California” as the query. This entity pair expresses the similar
relation with the test entity pair as the consistency of ontology
between them (i.e., the head entity type is Organization and
the tail entity type is Location). Then we retrieve the corre-
sponding demonstration from training examples. Finally, we
predict the relation (i.e. Located in) based on demonstrations.

2.3 Framework Optimization
We formulate our RE4 as an optimization problem that aims
to maximize the probability of reasoning the relation r from
a retrieval corpora C w.r.t the test example e by generating
consistently ontological entity pairs z as the queries:

pθ(r|e, C) =
∑
z∈Z

pθ(r|e, z, C)pθ(z|e) (2)

where θ denotes the parameters of LLMs, z denotes the entity
pairs (queries) generated by LLMs, and Z denotes the set of
entity pairs that share similar ontology with the test example
e. The latter term pθ(z|e) is the probability of generating
a valid entity pair z grounded by retrieval corpora given e,
which is realized by the recalling module. The former term
pθ(r|e, z, C) is the probability of reasoning the relation r in
context given the test example e, entity pair z, and retrieval
corpora C, computing by the reasoning module.

Despite the advantage of generating entity pairs as queries,
the LLMs have zero ontological knowledge of the entities and
relations contained in training examples. Therefore, LLMs
cannot directly generate entity pairs grounded by retrieval
corpora as valid queries. Moreover, LLMs might not have
strong ICL ability to conduct effective in-context reasoning
based on them. To address these issues, we design two in-
struction tuning tasks: 1) recalling optimization, which dis-
tills the consistent ontological knowledge from training ex-
amples into LLMs to generate valid entity pairs as queries,
and 2) reasoning optimization, which enables LLMs to per-
form in-context reasoning based on retrieved demonstrations.
The objective function in equation (2) is optimized by maxi-
mizing the evidence lower bound, which is formulated as:

log pθ(r|e, C) ≥Ez∼q(z)[log pθ(r|e, z, C)]
−DKL(q(z) || pθ(z|e))

(3)

where q(z) denotes the posterior distribution of valid and rel-
evant entity pairs grounded by retrieval corpora. The latter
term minimizes the KL divergence between the posterior and
the prior, which encourages LLMs to generate consistently
ontological entity pairs (i.e. recalling optimization). The for-
mer term maximizes the expectation that reasoning module
generates correct relations based on the retrieved demonstra-
tions (i.e. reasoning optimization).
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2.4 Recalling Entity Pairs
To make LLMs generate valid entity pairs as queries for
retrieving consistently ontological demonstrations from re-
trieval corpora, we minimize the KL divergence with the pos-
terior distribution of valid entity pairs q(z), which can be ap-
proximated by the valid entity pairs in retrieval corpora C.

Given a test example e and its golden relation r, we could
find the entity pair instances z = (h, t) expressing the same
relation r in training examples. And z can be considered valid
and serve as a query for retrieving the relevant demonstration
of e. And q(z) can be formally approximated as:

q(z) ∼= q(z|r, e, C) = 1

|Z|
, ∃ z ∈ C (4)

where we assume a uniform distribution over all consistently
ontological entity pairs Z regarding e, and ∃ z ∈ C denotes
the existence of an entity pair instance connecting e and r in
C. Therefore, the KL divergence can be calculated as:

Lrecall = DKL(q(z) || pθ(z|e)) ∼= − 1

|Z∗|
∑
z∈Z∗

log pθ(z|e)

(5)
where we use the partial entity pairs Z∗ ⊂ Z relevant to e in
retrieval corpora C as supervision signals [Luo et al., 2023],
where we distill the consistently ontological knowledge from
training examples to LLMs. To utilize the instruction-
following ability of LLMs [Wei et al., 2022a], we design an
instruction template that prompts LLMs to generate k = |Z∗|
entity pairs. Therefore, the optimization of Lrecall becomes:

− 1

|Z∗|
∑
z∈Z∗

log pθ(z|e) = − 1

|Z∗|
∑
z∈Z∗

log

|z|∏
i=1

pθ(yi|y<i, e)

(6)
where pθ(z|e) denotes the prior distribution of generating
valid entity pair z, and pθ(yi|y<i, e) denotes the probability
of each token in z generated by LLMs.

2.5 Retrieving From Corpora
Given a test example e and an entity pair as query z, the re-
trieving module aims to retrieve the relevant demonstration d
from retrieval corpora. The retrieval process can be simply
conducted by exact match between the generated entity pair
z and the entity pair of each candidate demonstration d:

D = {d |hz = hd, tz = td, z = (hz, tz), d = (s, hd, td)}
(7)

where D denotes the set of retrieved demonstrations for ICL.
Despite we can utilize the retrieved entity pairs to directly get
the predicted relations via majority vote, the retrieved entity
pairs of relations could be noisy and imperfect to the test ex-
ample e, leading to incorrect predictions. Therefore, we use
a reasoning module to boost the ICL ability of LLMs to iden-
tity the important entity pairs of relations and predict relations
based on them via in-context reasoning [Chen et al., 2023].

2.6 Reasoning Through Demonstrations
In reasoning module, we aim to enable LLMs to conduct in-
context reasoning based on the relevant entity pairs. And rea-

soning on multiple relevant entity pairs is formulated as:

pθ(r|e,Z, C) =
∏
z∈Z

pθ(r|e, z, C) (8)

By approximating the expectation with k sampled entity pairs
Z∗, the objective function of reasoning optimization where
maximizes the probability of LLMs generating golden rela-
tions based on the relevant entity pairs is formalized as :

Lreason = −Ez∼q(z)[log pθ(r|e, z, C)]

= −
∑
z∈Z∗

log pθ(r|e, z, C)

= − log pθ(r|e,Z∗, C)

(9)

The reasoning module takes the test example e and a set
of retrieved demonstrations D to generate relation r. Simi-
lar with recalling module, we design a reasoning instruction
prompt to guide LLMs to conduct in-context reasoning based
on the retrieved demonstrations D. The D are formulated as a
series of structural sentences in standard ICL paradigm. The
optimization of Lreason is formulated as:

log pθ(r|e,Z∗, C) = log
∑
z∈Z∗

∑
d∈D

|r|∏
i=1

pθ(yi|y<i, e, d) (10)

where pθ(r|e,Z∗, C) denotes probability of reasoning the
golden relation r based on k retrieved demonstrations Z∗,
and yi denotes the i-th token of relation r. To reduce the
impact of error propagation during recalling process and im-
prove the robustness of the model for in-context reasoning
during inference time, we add some noise into Z∗ by replac-
ing k∗, (1 ≤ k∗ ≤ k) of k demonstrations in Z∗ with training
examples share different relations from retrieval corpora with
a uniform distribution. In this way, the LLMs can learn to
in-context reasoning [Chen et al., 2022b; Min et al., 2022b;
Coda-Forno et al., 2023] based on important entities and rela-
tions, avoiding simply deduce the relations via majority vote.

2.7 Joint Optimization and Inference
The final objective function of RE4 is the combination of the
recalling optimization and reasoning optimization, which can
be formulated as:

L = − 1

|Z∗|
∑
z∈Z∗

log

|z|∏
i=1

pθ(yi|y<i, e)

− log
∑
z∈Z∗

∑
d∈D

|r|∏
i=1

pθ(yi|y<i, e, d)

(11)

We adopt the same LLM for both recalling and reasoning,
which are jointly trained on two instruction tuning tasks.
To enhance the efficiency of the fine-tuning process and re-
duce memory requirements, we utilize Low-Rank Adapta-
tion (LoRA) [Hu et al., 2022], which freezes the pre-trained
model weights and injects trainable rank decomposition ma-
trices into each layer of the Transformer [Vaswani et al.,
2017] architecture, greatly reducing the number of trainable
parameters for downstream tasks. During inference, based
on the recalled entity pairs and retrieved demonstrations, the
LLMs conduct ICL to generate predicted relations.

Proceedings of the Thirty-Third International Joint Conference on Artificial Intelligence (IJCAI-24)

6371



3 Experiments
3.1 Settings
Datasets and Metrics. We evaluate RE4 on SemEval
2010 [Hendrickx et al., 2019], TACRED [Zhang et al., 2017],
Google RE 1, SciERC [Luan et al., 2018], four commonly
used RE datasets 2. Following previous works [Yamada et
al., 2020; Cabot and Navigli, 2021; Li et al., 2023a], we use
the Micro-F1 score excluding NA as the metric for evaluation.
The statistics of datasets are shown in Table 1.

Dataset #Relation #Train #Dev #Test

SemEval 9 6,507 1,493 2,717
TACRED 41 68,124 22,631 15,509
Google RE 5 38,112 9,648 9,616
SciERC 7 3,219 455 974

Table 1: Statistics of datasets.

Baselines. We compare RE4 with state-of-the-art RE mod-
els that represent a diverse array of approaches. Super-
vised fine-tuning (SFT) RE methods can be divided into
three categories. Classification-based methods fine-tune lan-
guage models on RE datasets with classification losses, such
as MTB [Baldini Soares et al., 2019], LUKE [Yamada et
al., 2020], IRE [Zhou and Chen, 2022] and KLG [Li et
al., 2023a]. Prompt-based methods use prompt and treats
RE as a cloze-style task, such as KnowPrompt [Chen et al.,
2022a] and NLI-DeBERTa [Sainz et al., 2021]. Generative-
based methods use text generation models for RE, such as
REBEL [Cabot and Navigli, 2021], TANL [Paolini et al.,
2021], RELA [Li et al., 2023b] and DeepStruct [Wang et al.,
2022]. For ICL-based RE, existing methods typically rely on
the strong ICL ability of large-scale proprietary models with-
out any SFT. We utilize GPT-RE [Wan et al., 2023] which
use PURE [Zhong and Chen, 2021] as the demonstration re-
triever and GPT-3 [Brown et al., 2020] as the base LLM for
ICL. RE4 can be regarded as the combination of SFT and ICL
paradigms. On the one hand, it makes LLMs better adapt to
specific tasks via instruction tuning. On the other hand, it im-
proves the in-context reasoning ability of LLMs and enables
relevant retrieved demonstrations during the ICL process.
Experiment Details. We experiment RE4 with open-source
LLMs including T5 [Raffel et al., 2020], BART [Lewis et
al., 2020] and LLaMA [Touvron et al., 2023]. For model
scales, we select T5-Base (220M), T5-Large (770M), BART-
Base (140M), BART-Large (400M) and LLaMA-7B for ex-
periments. We utilize LoRA [Hu et al., 2022] to tune LLMs
for simplicity and efficiency. We set the rank r of the LoRA
parameters to 8 and the merging ratio α to 32. We train RE4

for 5 epochs with batch size 4 and learning rate 1e-4. For the
number of generated entity pairs, we set k to 5. The check-
point of LoRA adapter that achieves the best result on the val-
idation set is used for testing. We also directly treat relation
names as generation objectives and fine-tune the LLaMA.

1https://github.com/google-research-datasets/relation-
extraction-corpus

2https://github.com/1iguozheng/RE4

Method (#Param.) SemEval TACRED Google RE SciERC

MTB (336M) 89.5 71.5 92.7 87.4
LUKE (355M) 90.1 72.7 94.0 87.7

IRE (355M) 89.8 74.6 93.1 88.9
KLG (355M) 90.5 75.6 - -

KnowPrompt (355M) 90.2 72.4 - -
NLI-DeBERTa (1.5B) - 73.9 - -

REBEL (400M) - 73.7 93.5 86.3
TANL (220M) - 74.8 - -
RELA (400M) 90.4 71.2 93.9 90.3

DeepStruct (10B) - 76.8 - -

GPT-3 (175B) 70.1 32.5 - -
GPT-RE (175B) 91.9 72.1 - -

BART-Base w/ RE4 89.8 71.5 92.4 86.0
BART-Large w/ RE4 90.6 73.3 93.1 87.2

T5-Base w/ RE4 89.9 72.7 92.6 86.3
T5-Large w/ RE4 90.9 75.6 93.4 87.8
LLaMA w/ RE4 92.1 77.2 94.5 91.7

LLaMA w/o RE4 90.6 75.0 92.9 89.5

Table 2: Micro-F1 score of test sets on four RE datasets. Results of
baselines are retrieved from original papers. For ICL-based results,
we use best 30-shot on SemEval and 15-shot on TACRED. Previous
state-of-the-art results are marked with underline, and best results
are bold. Results of RE4 are averaged over three random seeds.

3.2 Main Results
The main results of baselines and RE4 are summarized in
Table 2, where RE4 with LLaMA outperforms all previous
state-of-the-art methods on four RE datasets. Compared to
the classification-based methods, RE4 shows favorable results
without any external dataset usage or additional pre-training
stages, while MTB and LUKE all involve entity and relation
related pre-training tasks. RE4 with most LLMs also sup-
presses two prompt-based methods. Compared to previous
generative-based methods, RE4 consistently achieves com-
petitive or superior results on four datasets. For example,
with same backbone BART-Large, RE4 and REBEL share
similar overall results, while REBEL is pre-trained with a
large external relational triple extraction dataset. Notably,
RE4 with LLaMA significantly outperforms REBEL on TA-
CRED and SciERC, and vanilla fine-tuned LLaMA still sur-
passes REBEL, due to the fact that LLaMA (7B) has a much
larger number of model parameters than REBEL (400M). Al-
though LLaMA is smaller than DeepStruct which is based
on a pre-trained 10B parameter language model GLM [Du
et al., 2022] and is pre-trained on a collection of large-scale
corpus, RE4 delivers better results on TACRED than Deep-
Struct. This is notable because RE4 adopt smaller founda-
tion models for fine-tuning and utilize no external datasets for
pre-training compared to DeepStruct. In addition, RE4 with
LLaMA achieves comparable results on SemEval and much
better results on TACRED compared to ICL-based method
GPT-RE. Without fine-tuning, if GPT-3 lacks relevant domain
knowledge about specific tasks, then the performance of GPT-
RE is limited and greatly affected by the retrieved demon-
strations. And this is why GPT-RE delivers exceptional re-
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Figure 3: The sensitivity of k. ICL denotes we perform in-context
reasoning in reasoning module with retrieved demonstrations, while
Majority Vote denotes we consider the relation with the maximum
number of generated entity pairs as the predicted relation.

Dataset #Test #Entity Pairs #Valid #Ratio

SemEval 2,717 13,585 13,023 95.86%
TACRED 15,509 77,545 73,482 94.76%

Table 3: Validness of generated entity pairs (k=5). #Valid denotes
the number of valid generated entity pairs, and #Ratio denotes the
ratio of valid entity pairs in all generated entity pairs.

sults on SemEval but unattractive results that even worse than
LUKE on TACRED. In other words, solely relying on ICL-
based methods is unstable. The main results demonstrate the
simplicity and effectiveness of RE4 compared to baselines.

3.3 Discussions
We conduct extensive experiments to verify the effectiveness
of recalling and reasoning module. We also provide detailed
analysis about retrieved demonstrations and in-context rea-
soning abilities. In this section, we only experiment RE4 with
LLaMA on SemEval and TACRED for simplicity.

Number of Generated Entity Pairs. We vary the number
of generated entity pairs k from 3, 5, 7 to 9. We also consider
the majority vote results, the overall results are shown in Fig-
ure 3. On the one hand, we find that without in-context rea-
soning, the performance are more sensitive to the k-selection.
With the help of ICL, RE4 could achieve more stable and
much better performances, which highlights the importance
of reasoning module. On the other hand, obviously, setting
k to 5 delivers the best results across two datasets. While in-
creasing k generally boosts the performance of majority vote,
the overall performance of RE4 tends to stabilize, even with
a slight decrease. This is because in-context reasoning is sen-
sitive to the distractors (i.e., additional retrieved demonstra-
tions that are not relevant to a test example) [Shi et al., 2023].
Therefore, setting larger k not only increases difficulty in gen-
erating accurately consistently ontological entities, but brings
more distractors that are negative for reasoning module.

Quality of Generated Entity Pairs. We consider two as-
pects of generated entity pairs for quality checking. We first
examine the validness of generated entity pairs (i.e., whether
it is grounded by retrieval corpora), then we evaluate the rel-
evance of retrieved demonstrations with respect to test exam-
ples. We match the generated entity pairs with the entities in
training examples, the results are shown in Table 3. It can be

Dataset 5 4 3 2 1 0

SemEval 71.03% 7.45% 6.49% 5.45% 5.21% 4.37%
TACRED 51.88% 12.75% 5.20% 9.74% 12.26% 8.17%

Table 4: The number of retrieved examples which share same rela-
tion with a test example (k = 5). We consider all the examples in test
sets and calculate the proportion.
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Figure 4: Comparison on different retrieval models.

seen that under strict exact matching, the proportion of valid
generated entity pairs still reaches around 95%, which indi-
cates that the entity pairs generated by recalling module could
serve as the faithful queries for retrieval corpora. However,
we are still interested in those invalid entity pairs. Take the
SemEval dataset as the example, we analyze the remaining
4.14% invalid entity pairs, discovering that 70 of 562 entity
pairs at least one head or tail entity is grounded by retrieval
corpora. The other 492 generated entity pairs all have valid
entities, but cannot express a valid relation. Overall, during
entity pairs generation, the recalling module reduces the hal-
lucination issue of the LLMs and generates faithful queries.

To evaluate the relevance of retrieved demonstrations with
respect to test examples, we consider the number of exam-
ples which share same relation with a test example (i.e. the
consistency of ontology). The results are summarized in Ta-
ble 4. For most cases, the entity pairs generated by the re-
calling module and the demonstrations retrieved by retriev-
ing module are all relevant (i.e., all 5 demonstrations share
same relation with a test example). Note that 84.97% and
69.83% of retrieved results ensure the majority of golden re-
lation examples participation. And these demonstrations can
provide relevant contextual knowledge for ICL. However, one
drawback of recalling is that there may be no golden relation
in the generated results. Existing similarity-based retrievers
such as Sentence-BERT [Reimers and Gurevych, 2019], Sim-
CSE [Gao et al., 2021] and PURE [Zhong and Chen, 2021]
essentially cannot guarantee that the retrieved demonstrations
would always contain the golden relation. The relevance of
retrieved demonstrations actually rely on the performance of
the retrieval model. Therefore, we evaluate the quality of re-
trieved demonstrations from recalling module and similarity
calculation via ICL on GPT-3 3, as shown in Figure 4. We
find that fine-tuned retrievers (PURE and recalling module)

3For GPT-3, we use “text-davinci-003”. For Sentence-
BERT, we use “all-mpnet-base-v2”. For SimCSE, we use
“sup-simcse-bert-base-uncased”. For PURE, we use
“bert-base-uncased” as the backbone.

Proceedings of the Thirty-Third International Joint Conference on Artificial Intelligence (IJCAI-24)

6373



Training Inference SemEval TACRED
I II Avg. I II Avg.

w/o tuning Direct / ICL 0.0 0.0 0.0 0.0 0.0 0.0
w/ fine-tuning Direct 90.7 90.1 90.4 74.6 75.2 74.9
w/ ICL tuning ICL 91.4 89.8 90.6 76.7 73.7 75.2

Table 5: Comparison between vanilla fine-tuning and ICL tuning. I
denotes the model performance on test examples that their demon-
strations contain at least one golden relation example, while II de-
notes the performance when the random selected demonstrations are
all distractors. Avg. represents the average score of I and II results.

substantially achieve much better ICL results than similarity-
based models without considering entity and relation seman-
tics. For different number of demonstrations, recalling mod-
ule delivers comparable results compared to PURE, showing
the effectiveness of recalling module and allowing seamless
integration with any arbitrary LLMs during inference.

Effectiveness of ICL Tuning. We remove the recalling in-
struction task and keep the reasoning instruction task. Not
relying on the retrieved demonstrations Z∗, we use 5 training
examples as demonstrations, sampled uniformly at random,
during both training and testing time. Note that we relax
the assumption of perfect balance between labels on train-
ing examples. We categorize two types of test examples and
then compare the performance of RE4 with vanilla fine-tuned
LLaMA, the results are shown in Table 5. First, without any
tuning process, LLaMA cannot perform ICL in RE. We em-
pirically discover that LLaMA is unable to understand the
structural sentences in standard ICL paradigm and recover
the relation labels of test examples based on demonstrations.
Second, although the distractors can lead LLMs to make inac-
curate predictions, the improvement brought by ICL tuning is
still obvious. Experimental results suggest that the impact of
ICL training is positive when the golden relation is included
in retrieved demonstrations compared to vanilla fine-tuning,
which also highlights the importance and performance of re-
trieval models. During instruction tuning, the model learns to
learn in-context for deducing the golden relation.

Sensitivity of In-Context Reasoning. We have validated
that relevant contextual knowledge for test examples is ben-
eficial for overall performance. But we might be interested
in whether all retrieved demonstrations share similar ontol-
ogy are equal during ICL. Specifically, for each test example,
we replace the corresponding k generated entity pairs with
other k random entity pairs but share same relations. The
in-context reasoning results are shown in Figure 5. Similar
with other LLMs such as GPT-3, the change of demonstra-
tions also have an impact on the final results. Compared to
demonstrations obtained via generated entity pairs, the re-
placement operation consistently brings slightly performance
drop across different k and datasets, which indicates that the
recalling module actually help to discover similar demonstra-
tions with test examples. However, the performance degrada-
tion caused by this randomness is relatively small compared
to performance in GPT-3 [Zhao et al., 2021]. The ICL tuning
process forces the LLMs to deduce the golden relation based
on important entities and relations, which indicates that RE4
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Figure 5: Sensitivity of in-context reasoning.

is able to perform modestly robust reasoning utilizing rele-
vant but imperfect contextual knowledge.

4 Related Work
The large language models (LLMs), such as GPT-3 [Brown
et al., 2020] and ChatGPT [OpenAI, 2022], perform well
in various downstream tasks without any training or fine-
tuning but only with a few examples as instructions, which
is called in-context learning (ICL). However, ICL with LLMs
achieves poor performance in relation extraction (RE) where
the main obstacles are two-fold: (1) the low relevance re-
garding entity and relation in the retrieved demonstrations
for ICL, and (2) the failure of utilizing LLMs with moder-
ate size for ICL. For the first challenge, existing attempts rely
on sentence embedding in retrieval, including the sentence
encoders such as Sentence-BERT [Reimers and Gurevych,
2019] and SimCSE [Gao et al., 2021]. Considering entity
and relation semantics, GPT-RE [Wan et al., 2023] fine-
tunes PURE [Zhong and Chen, 2021] to provide more RE-
specific and robust representations for retrieval. For the
second challenge, although ICL has been further improved
by later work [Zhao et al., 2021; Holtzman et al., 2021;
Min et al., 2022a] and shows promising results on a variety of
tasks, these researches mainly focus on GPT-3. To improve
the ICL ability of other LLMs, current methods propose to
make LLMs perform better ICL via meta learning [Chen et
al., 2022b] and multi-task learning [Min et al., 2022b]. In-
spired by these, our method can be viewed as the integration
framework of retrieving and reasoning by instruction tuning.
Guided by ontological knowledge, RE4 generates some pos-
sible similar entities and relations, and then performs reliable
in-context reasoning based on the retrieved demonstrations.

5 Conclusion
In this work, we propose RE4, a novel recall-retrieve-reason
RE framework for open-source LLMs, which recalls relevant
entity pairs, retrieves good demonstrations and then perform
better in-context reasoning for RE. We consider distilling
consistently ontological knowledge to guide the demonstra-
tion retrieval, and tuning LLMs with ICL objective to perform
reliable in-context reasoning. Specially, RE4 allows seamless
integration with any arbitrary LLMs during inference. Em-
pirical results show that RE4 achieves new state-of-the-art
sentence-level RE performance in four RE benchmarks. We
also demonstrate its effectiveness with extensive experiments,
and discuss its advantages and limitations, encouraging more
effective generative-based RE methods in the future research.
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