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Abstract

Document Question Answering (QA) presents a
challenge in understanding visually-rich docu-
ments (VRD), particularly with lengthy textual
content. Existing studies primarily focus on real-
world documents with sparse text, while chal-
lenges persist in comprehending the hierarchical
semantic relations among multiple pages to lo-
cate multimodal components. The paper introduces
MMVQA, a dataset tailored for research journal
articles, encompassing multiple pages and multi-
modal retrieval. Our approach aims to retrieve en-
tire paragraphs containing answers or visually rich
document entities like tables and figures. The main
contribution is introducing a comprehensive PDF
Document VQA dataset, allowing the examina-
tion of semantically hierarchical layout structures
in text-dominant documents. We also present new
VRD-QA frameworks to grasp textual contents and
relations among document layouts simultaneously,
extending page-level understanding to the entire
multi-page document. We aim to enhance the capa-
bilities of existing vision-and-language models in
handling challenges posed by text-dominant doc-
uments in VRD-QA. Code and Appendix are in
https://github.com/adlnlp/pdfmvqa.

1 Introduction
The growing demands for visually rich document (VRD)
question-answering (QA) areas are becoming increasingly
evident, especially in specialised fields such as finance and
medicine. VRDs, including forms [Ding et al., 2023a], aca-
demic papers [Ding et al., 2023b], and industrial reports
[Mathew et al., 2021a], typically comprise text-dense and vi-
sually rich components such as titles, paragraphs, tables, and
charts. These components, document semantic entities, are
not only knowledge-intensive but are also organised in a pre-
defined layout that maintains a logical and semantic correla-
tion, usually extending across multiple pages. This complex-
ity requires a more grounded and fact-dependent approach to
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QA. It is essential to comprehend the layout and logical struc-
ture of VRDs, especially in multi-page documents, to accu-
rately locate and use these document entities as reliable evi-
dence for answering knowledge-intensive questions. Recent
generative models [Ouyang et al., 2022; Touvron et al., 2023;
Liu et al., 2023a] have made impressive progress in providing
interactive human-like responses by memorising vast knowl-
edge [Zhao et al., 2023]. These models rely on plain text
to learn textual content [Touvron et al., 2023] and use im-
age patches to encode visual cues [Yasunaga et al., 2022].
This approach makes understanding document entities’ lay-
out and logical relationships in VRDs difficult. Generative
models are suffered from hallucinations [Ye et al., 2023],
high costs [Hofstätter et al., 2023], and updating knowledge
difficulties[Hu et al., 2023]. Retrieval-based QA [Liu et al.,
2023b] addresses these limitations when applying genera-
tive models to VRD-QA. This approach helps locate answers
or supporting evidence precisely, offering more grounded
and factually dependent information. While recent retrieval-
based applications mainly focus on web-crowded domains
like Wikipedia[Hu et al., 2023], VRD-QA requires a deep
understanding of domain-specific multimodal knowledge.

A few VRD-QA datasets [Mathew et al., 2021a; Tanaka et
al., 2021] have been devised to extract in-line text from input
document pages but often overlook prevalent multi-page sce-
narios. Recent multi-page datasets focus on extracting short
phrases or sentences [Tito et al., 2023], causing recently pro-
posed models [Huang et al., 2022; Yu et al., 2022] to excel at
retrieving annotated in-line text but disregarding the logical
and layout connections among document entities. Moreover,
they are limited in handling the entire lengthy document. To
address these limitations, entity-level document understand-
ing tasks have been introduced by [Ding et al., 2023a] and
[Ding et al., 2023b]. A common issue with these datasets
is their text-dense mono-modal information extraction, over-
looking visually rich entities such as tables and figures.

This paper proposes a new multi-page, multimodal doc-
ument entity retrieval dataset, MMVQA, for knowledge-
intensive domain. MMVQA addresses the limitations of gen-
erative models and expands upon the benefits of retrieval-
based models by incorporating multimodal document entities
like paragraphs, tables and figures and exploring the cross-
page layout and logical correlation between them. This ex-
pansion supports the models to navigate and interpret real-
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world documents at a multi-page or entire document level
by leveraging joint-grained and multimodal information. The
proposed models demonstrates how to effectively use existing
VLPMs and pretrained language models with long sequence
support to locate target entities from MMVQA.

The contributions are summarised as follows: We intro-
duce MMVQA, a new VQA dataset for retrieving multimodal
document semantic entities in multi-page VRDs, accompa-
nied by versatile metrics for diverse scenarios. A set of frame-
works for multi-page document entity retrieval is proposed
by leveraging the implicit knowledge from VLPMs and fine-
grained level information. A series of experiments are per-
formed to provide deeper insights into MMVQA and demon-
strate the effectiveness of our proposed techniques for multi-
modal multi-page document entity retrieval.

2 Related Work
The first document image-baased QA dataset, DocVQA
[Mathew et al., 2021b], includes scanned industrial docu-
ments. Questions in the DocVQA dataset are designed as
in-line questions where the single-span answers and the key-
words in questions are in the same line of text. Based on
the DocVQA dataset document images, CS-DVQA [Du et
al., 2022] proposed new questions requiring commonsense
knowledge. Unlike extracting in-line answers on document
pages, answers to CS-DVQA dataset questions could be the
node of ConceptNet. RDVQA dataset [Wu et al., 2022],
on the other hand, focuses on the question answering over
coupon and promotion vouchers. Unlike the in-line ques-
tions, the RDVQA dataset proposed the in-region questions,
which require the answer to be inferences from the informa-
tion in the related region. In contrast to the single document
page processing, DocCVQA [Tito et al., 2021] and Slide-
VQA [Tanaka et al., 2023] datasets proposed the question
answering over the document collections. DocCVQA specif-
ically focuses on a single document source, the US Candi-
date Registration Form. Due to the similar form layout and
form fields, this dataset only proposed a limited number of
in-line questions. However, multiple answer values could be
extracted from multiple independent document images for an-
swering one question. SlideVQA collects the set of slides,
and there will be multiple answers to one question from dif-
ferent slide pages. Although DocCVQA and SlideVQA im-
prove document VQA tasks to a multi-page level from the or-
dinary single page, their documents are not consecutive pages
with dense texts. On the other hand, VisualMRC [Tanaka et
al., 2021] collected the text-dense webpage screenshots, and
questions are formed like in the machine reading comprehen-
sion task that requires the contextual understanding of textual
paragraphs. However, VisualMRC limits the task scope to the
single-page level. Existing datasets primarily extract text on
MRC style and overlook visually rich elements like tables and
figures. Current multi-page datasets mainly use sparse text
sources, such as slides, while the demand is growing for text-
dense documents. Our proposed MMVQA dataset aims to
bridge these gaps by creating a multi-modal VRD-QA dataset
that retrieves target document entities across multiple pages.1

1Please refer to Appendix A to check dataset comparison table.

Figure 1: A sample Question generation progress.

3 MMVQA
Dataset Collection The documents are collected from
PubMed 2, a biomedical and life science journal literature
archive. The subset contains millions of open-access articles
in machine-readable formats, including PDF and XML. We
randomly downloaded 10K articles in both PDF and XML
and then filtered out 3146 documents, including research ar-
ticles, review articles, and systematic review articles, based
on the metadata in XML.
Dataset Preprocessing The dataset includes both PDF im-
ages and segmented document components, categorised into
predefined semantic categories such as Title, Section, Para-
graph, List, Figure, Table, Figure Caption, and Table Cap-
tion. We refer to those segmented document components as
document semantic entities, which contain associated text
within its bounding box. We follow the way that [Zhong et
al., 2019] uses PDFminer 3 to extract the bounding box co-
ordinates and text of each document page’s textbox, textline,
image, and geometric shapes. We match the exact texts in
XML files for the segmented bounding boxes by applying
fuzzy string matching for XML texts and the detected texts.
Question Generation We focus on generating a large number
of diverse types of content-related questions that are associ-
ated with different multi-modal document entities of journal
articles. To do so, we use ChatGPT4 to automatically gen-
erate 1-3 questions based on the contents of each paragraph
of these main sections. As shown in Figure 1, for paragraph-
based questions, the number of sentences in the paragraph
determines the number of questions (nq) to be generated.
The paragraph text (Pt) is then used as a prompt for Chat-
GPT (GPT-3.5-turbo) with nq . For questions based on tables
or figures, the caption content is first summarised (Sc) us-
ing ChatGPT, and then questions are generated based on the
summarised content. Then, the questions are filtered by pre-
defined rules to ensure quality and evaluated by raters. 5

Dataset Format The MMVQA is divided into three sets:
training, validation, and testing, with the statistics in Table 16.
Each set comprises a DataFrame (CSV file) with attributes
such as “question”, “answer”, and “document id”. Extra an-
notations for “context” and “page range” are included, pre-
senting the text content and the covered page range (in the

2https://www.ncbi.nlm.nih.gov/pmc/
3https://pypi.org/project/pdfminer/
4Any LLM can be usable to generate diverse types of questions
5Please refer to Appendix J [McHugh, 2012].
6More attribute examples are in Appendix B
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(a) Paragraph (b) Token (c) Table&Figure

Figure 2: Distribution of various document components and seman-
tic entities of each Super-Section type.

first-level/top-level section) of the answer for the question.
For each set, we provided the metadata information (in an
additional JSON file), respectively. It contains annotated fea-
tures, including document entity bounding box, text content,
category, etc, which are essential for model implementation.

4 Dataset Analysis
Document Components Statistics Our dataset includes only
documents that contain multiple pages with numbers of ta-
bles/figures or includes complex structures of contents with
multiple different sections and subsections. Based on the
statistics7, we found the number of document components is
quite consistent. Most documents contain around ten pages
and have 10-20 different sections with around 20-40 para-
graphs of 2000-4000 tokens. Hence, with the analysis, we
can ensure that the collected documents are mostly lengthy
and have a complex structure enough to evaluate the model’s
feasibility to contextualise understanding over multiple con-
secutive pages. In addition to this, each document contains
enough tables and figures to ensure the possible questions
asked over these components. Most documents have around
five tables and figures or more.
Super-Section Component Analysis We refer first-level sec-
tion of each document as Super-Section, where the sections
under the same Super-Section play similar structural roles in a
medical domain academic paper, including Introduction (In-
tro), Material and Method (M&M), Result and Discussion
(R&D), Conclusion (Concl) and Other 8. Sections are cate-
gorised into Other Super-Section in documents, like Conflict
of Interest, Funding, Ethical Approval, and Supplementary
are less common but contain critical information.

The document layout statistics across Super-Sections are
in Figure 2. The Materials and Methods (M&M) and Re-
sults and Discussion (R&D) sections are normally more com-
plex, with multiple subsections, paragraphs, and most tables
and figures. In contrast, the Introduction (Intro) and Con-
clusion (Concl) sections are simpler, with fewer subsections.
The Other Super-Section, encompassing diverse contents like
Supplementary or Fundings, has a larger interquartile range
and more outliers, reflecting its varied nature.
Number of Question Distribution MMVQA contains 3,146
documents, which are a total of 30,239 pages. Each doc-

7Please refer to Appendix C.2 to check the statistics chart.
8Please check Appendix C.3 for more Super-Section analysis.

Splits # Docs # Pages Number of Questions
Overall Intro. M&M R&D Concl. Others Figure Table

Train 2,209 21,495 180,797 21,749 39,484 78,240 4,886 36,438 7,645 4,920
Val 314 2,862 27,588 3,301 6,047 12,274 1,004 4,962 996 755
Test 623 5,882 54,543 6,669 12,906 26,007 1,825 7,136 2,115 1,513
Total 3,146 30,239 262,928 31,719 58,437 116,521 7,715 48,536 10,756 7,188

Table 1: Dataset distribution across different splits with question
count by Super-Section category.

(a) Question Number (b) Question Length (c) Entity Number

Figure 3: Question pattern analysis of each Super-Section type.

ument is averagely associated with 84 questions, resulting
in 262,928 question-answer pairs in MMVQA. The detailed
Training/Validation/Test set size and the question number of
each document Super-Section can be found in Table 1.
Super-Section-oriented Question-Answer Distribution
The distribution of questions over each Super-Section is
shown in Figure 3a. Most questions are asked over M&M
and R&D sections, each having an average of around 17
questions. The average question length is in Figure 3b.
Table/figure-related questions are longer, and the average
question length of M&M sections is the shortest. For
table/figure-related questions, answers to questions can
be recognised from one document entity (segmented by a
bounding box). For other Super-Section questions, answers
may located in more than one document entity.

5 Task Definitions and Metrics
We introduce our main task as Multimodal Document Infor-
mation Retrieval (DIR) aimed at retrieving semantic enti-
ties, such as paragraphs, tables, and figures, from the input
entity sequence across multiple pages. As demonstrated by
[Ding et al., 2023b; Gu et al., 2021], the document entity-
level task encourages the exploration of logical and spatial re-
lationships between semantic entities, and it is more straight-
forward to extend to the multi-page level compared to fine-
grained token-level inputs. For instance, as shown in Fig-
ure 4, utilising document-entity sequences as input enhances
both logical aspects (e.g., linking Table Et with its corre-
sponding Table Caption) and semantic understanding (e.g.,
handling split Paragraph entities Ep1 and Ep2)9. Addition-
ally, to address diverse application scenarios and effectively
meet specific requirements, we introduced a set of distinct
evaluation metrics for more adaptive performance assess-
ment, including Exact Matching (EM), Partial Matching
(PM), and Multi-Label Recall (MR). More details can be ar-
ticulated in Section 5.2.

9Token-level models struggle to capture entity-level correlations.
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Figure 4: Defining tasks of multi-modal cross-page information re-
trieval with illustrative examples.

5.1 Task Definition
How is our multimodal DIR task conducted? Assuming Q is
a natural language question and SE = {E1, E2, . . . , Em} is
a set of document entities comprising m semantic entities of
the target multiple document pages. SEgt

= {E1, . . . , Ej}
represents the ground truth entity set for Q. If a paragraph
is divided into several regions, SEgt may include more than
one entity (as in Figure 4). The task involves proposing a
model Fir with inputs Q and SE to predict an entity set
SEQpre

. As in Figure 4, for a paragraph-based question Q1,
the ground truth set SEQ1gt

= {Ep1 , Ep2}, where Ep1 , Ep2

belong to the same paragraph but are split into two regions.
For a table/figure-based question Q2 in Figure 4, the ground
truth set only contains the table entity Et.

5.2 Evaluation Metrics
Distinct evaluation metrics cater to the varied application sce-
narios of retrieved entities. These metrics encompass strin-
gent exact-match accuracy to more lenient measures, allow-
ing partial retrieval and multi-label recall and providing a
comprehensive performance assessment. Exact Matching
Accuracy(EM) is a stringent metric suitable for scenarios re-
quiring precise, unambiguous information retrieval, particu-
larly when used as supporting evidence or reliable references.
We also introduced Partial Matching Accuracy(PM) with
tolerance for partial matches. It is especially beneficial when
capturing every relevant entity is less crucial than ensuring
the correctness of the predicted entities, such as ensuring the
correct identification of the primary entity Ep1 in a target
paragraph. Multi-Label Recall(MR) is applied to assess the
proportion of correctly identified actual positives in situations
where identifying all positive instances is critical. We provide
the detailed definitions of each metric in Appendix D.

6 Methodology
6.1 Multimodal Multi-Page Retriever
Existing document understanding models [Huang et al.,
2022; Kim et al., 2022; Wang et al., 2022; Li et al., 2021] and
datasets [Mathew et al., 2021a; Tanaka et al., 2021] are de-
signed for single-page document comprehension, relying on
token-level representations. However, the fine-grained token-
level information suffers from the limited length. It neglects

Figure 5: Multimodal Multi-page Retriever Framework

the correlations between document entities, particularly in
capturing long contextual dependencies in more prevalent
multi-page scenarios. Instead of employing sequences of to-
kens that lead to significant memory consumption, we in-
troduce a multimodal entity-level retrieval framework R to
identify the target entity set SQ from the cross-page entity
sequence in a given question Q, as illustrated in Figure 5.

The input, comprising multiple pages, consists of a set of
document entity embeddings E = E1, E2, ..., En. These em-
beddings, elaborated in Section 6.2, are combined with 1D
positional encoding P, bounding box embedding B, and label
embedding L10. The combined representation, E+P+B+L,
is fed into the multimodal Entity Encoder E , alongside the
question token embeddings Q = q1, q2, ..., qm and additional
context elements like image patch embeddings P . The en-
coder E models the correlations among these entities, the
question, and other contexts. The enhanced entity repre-
sentation E′ from E , along with Q, serves as input for a
transformer-based Multimodal Entity Decoder D, producing
the final representation E′′. Each entity in E′′ is linearly pro-
jected by a Entity Recogniser Ler for binary classification,
distinguishing target entities (label 1) from non-target entities
(label 0) in the context of the question Q and Entity Set E.

6.2 VLPM Augmented Retriever
Existing Vision Language Pre-training Models (VLPM)s can
be classified into two categories based on their focus on vi-
sual cues: Region-of-Interest (RoI)-based and Image Patch-
based [Long et al., 2022]. RoI-based models utilise fea-
tures from ground truth or predicted regions, while Patch-
based models process segmented image patches. Even though
these VLPMs are initially pretrained on general photo-like
image-related tasks rather than visually-rich documents, pre-
vious studies have illustrated the feasibility of employing
VLPMs such as [Li et al., 2019; Tan and Bansal, 2019;
Kim et al., 2021] in tasks related to understanding documents.
Thus, we propose methods to harness the implicit information
embedded in pretrained VLPMs for obtaining more compre-
hensive and robust representations of multimodal entities.

RoI-Based Frameworks
RoI-based VLPMs focus on learning the contextual entity re-
lationships and correlation between textual content and as-

10Appendix F includes details of the input representation.
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sociated visual cues of each RoI, which in our scenario are
document-semantic entities (e.g. section, paragraph, table,
etc.). Froi donates a RoI-based VLPM backbone. This back-
bone takes a question token sequence Q and a set of visual
representations V as input, where V = {V1, V2, . . . , Vn} sig-
nifies the initial visual representations of each entity in the
document D. Our objective is to generate an improved vi-
sual embedding set V′, capturing the contextual relationships
among entities and their correlation with the question. Then,
V′ is concatenated with textual embedding T and fed into a
linear Vision-Textual Projector Lvl to produce the entity rep-
resentation set E for input into the retriever R. We employ
vanilla Transformer as a foundational benchmark for eval-
uating the impact of various pretrained techniques in com-
parative studies [Ding et al., 2023a]. Additionally, we in-
troduce VisualBERT [Li et al., 2019] and LXMERT [Tan
and Bansal, 2019] to enhance the initial visual embedding of
each document entity 11. The improved visual embeddings
are concatenated with T to obtain E.

Image Patch-Based Frameworks
Recently emerged VLPMs commonly employ image patches
without prior RoI bounding box information, a practice
also observed in document understanding frameworks de-
signed for single-page scenarios [Xu et al., 2021; Huang
et al., 2022]. Despite these advancements, the demands of
cross-page document understanding remain insufficiently ad-
dressed. Consequently, our research investigates the effec-
tiveness of image-patch-based VLPMs in the general domain
in cross-page information retrieval tasks. Extensive experi-
ments and analyses are conducted to evaluate the effective-
ness of patch-based methods in enhancing entity representa-
tion in cross-page document information.

To apply a vision-language model for cross-page docu-
ment understanding, we first merge multiple document pages
I = {I1, I2, ..., Im} into a composite image I . After that,
the resized image and question are fed into VLPM proces-
sors to produce image patch pixel and question token se-
quences, which are the inputs of corresponding Patch-based
VLPM encoders. The generated patch embedding P =
{p1, p2, ..., pt} and the question token embedding Q are com-
bined with the entity embedding E and fed into a Multi-
modal Entity Encoder E within the retriever R, facilitat-
ing contextual learning between them. Then, we can get
[Q′, P ′,E′] = E([Q,P,E]), where E = Lvt(V ⊕ T). E′

and Q are fed into the Multimodal Decoder Entity Decoder
D within R as target embedding and memory embedding for
the retrieval process. We introduce patch-based VLPMs to
obtain contextual patch embedding P , including models such
as CLIP [Radford et al., 2021], ViLT [Kim et al., 2021],
BridgeTower [Xu et al., 2023] 12.

6.3 Joint-Grained Retriever
Entity-level document understanding models can gain ad-
vantages by incorporating logical and layout relationships to
improve entity representations. However, overlooking fine-
grained details, such as crucial phrases and sentences within

11For detailed model configurations, please refer to Appendix E.1.
12For further configuration details, please refer to Appendix E.2.

Figure 6: Joint-grained(coarse-and-fine grained) Retriever

text-dense document entities, diminishes robustness in se-
mantic comprehension for lengthy VRDs. Inspired by [Ding
et al., 2024], we introduce a Joint-grained Retriever (Jg)
architecture, shown in Figure 613, designed to enrich coarse-
grained document entity representations with fine-grained
token-level textual content. These augmented textual repre-
sentations are subsequently utilised as input for retriever R
to obtain final predictions. Supposing the input multi-pages
contain n document entities, each entity has an initial tex-
tual representation, denoted as T = {T1, T2, ..., Tn}. In addi-
tion, for each document page, text token sequences can be
extracted using various approaches (e.g., OCR tools, PDF
parsers, and source files) based on different application sce-
narios. These text token sequences are then processed by a
pre-trained language model Flm to obtain token representa-
tions t = {t1, t2, ..., tp}, where p represents the number of in-
put tokens. Since p is typically greater than 512 tokens in the
case of multiple input pages, models capable of handling long
sequences are required to acquire token representations t, e.g.
BigBird [Zaheer et al., 2020]. Then, the fine-grained token
representation t and the coarse-grained entity representation
T are utilised as memory and source inputs, respectively, for
a Joint-grained decoder Djg , resulting in an enhanced entity
representation T. T is then fed into the retriever R (RoI-based
or Patch-based), along with the entity visual embedding V, to
obtain the entity representation E for final prediction.

7 Experiments and Discussions
7.1 Baseline Framework Results

Type Model EM PM MR
Val Test Val Test Val Test

RoI-based
Transformer 17.92 19.46 22.48 23.96 25.68 27.50
VisualBERT 15.39 17.80 21.92 23.86 26.72 28.70
LXMERT 17.81 19.77 23.37 25.07 25.38 26.86

Patch-based
CLIP 20.71 22.55 25.70 27.59 24.79 26.56
ViLT 21.71 23.47 27.56 29.14 25.71 27.40

BridgeTower 19.88 22.37 23.99 26.30 25.37 27.64
Joint-grained w/ PDFMiner 21.62 23.56 26.63 28.50 27.50 29.22
BridgeTower w/ OCR 21.53 23.25 26.90 28.56 26.75 28.45

Table 2: Overall performance under various evaluation metrics.

To assess the effectiveness of RoI-based and Patch-based
frameworks in retrieving entities from multi-page documents
under different scenarios, performance metrics (EM, PM and

13Please refer to Appendix E.3 to see more detailed RoI-based
and Patched-based retriever architectures.
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MR) were used. Overall, Patch-based frameworks outper-
form others on EM and PM, with ViLT achieving 23.47% in
EM and 29.14% in PM on the test set. However, for MR,
there is no apparent difference among the applied models.
VisualBERT achieved the highest result at 28.70%, indicat-
ing its robustness in retrieving target entities but sensitivity
to noise, leading to the lowest EM (17.80%) in the test set.
Notably, Patch-based surpassed all RoI-based models in EM.
This indicates the document image patches, even pre-trained
on the general domains, possibly lead to more representa-
tive question and entity representations, thereby boosting the
comprehensive cross-page question-oriented retrieving. For
RoI-based models, no significant performance discrepancies
are observed in EM and PM across three frameworks, where
LXMERT (19.77%) shows slightly superior performance
than pretrained VisualBERT (17.8%) and vanilla Transformer
(19.46%) in the test set. This may be attributed to pre-trained
RoI-based VLPMs not significantly augmenting entity vision
representations. For Patch-based frameworks, ViLT demon-
strates approximately 1% higher performance than CLIP and
BridgeTower, respectively, in terms of EM. This trend is more
apparent in PM as well. The possible reason might demon-
strate the proficiency of uni-encoder frameworks (ViLT) for
text-vision alignment under text-dense domains. Table 2
demonstrates the superiority of Joint-grained models, ex-
ceeding vanilla models and even achieving the highest EM
(23.56%) and MR (29.22%) in the test set. Further Joint-
grained model results are discussed in Section 7.2 and 7.3.
We also analyse the breakdown performance of each model
from views of the Super-Section and the number of input
pages, as articulated in Appendix G.1.

7.2 Joint-Grained Framework Results
Overall and Super-Section Breakdown Performance
To illustrate the effectiveness of the proposed Joint-grained
framework (Figure 6), we conducted a performance compar-
ison between the top two vanilla frameworks on paragraph-
based questions from both the RoI-based (Transformer and
LXMERT) and Patch-based (ViLT and BridgeTower) groups
and their respective Joint-grained architectures by feeding
the provided context attribute of each question. Overall,
Joint-grained models consistently improve performance, with
LXMERT and BridgeTower showing more than a 2% in-
crease. Regarding Super-Sections, complex Super-Sections
like M&M and R&D benefit notably, especially BridgeTower,
which improves by around 4% in M&M and 3.5% in R&D.
Super-Sections with simple complexity (Intro and Concl)
see less improvement, and the Conclusion (Concl) even per-
formance decreases, especially in Patch-based frameworks
(around 6% decrease). These trends suggest that fine-grained
information enhances the understanding of text-dense en-
tity textual representations by capturing important words or
phrases missed at the entity level.

Page Range-Based Breakdown Analysis
To assess the Joint-grained framework’s robustness across
different input page numbers, we conducted a comparative
analysis, shown in Figure 7. Figure 7a indicates that the Joint-
grained framework enhances performance with smaller page

Model Overall Intro M&M R&D Conl Other
Transformer 17.32 24.19 12.36 15.71 44.82 15.97

Jg-Transformer 18.97 25.14 15.06 17.35 44.38 17.36
LXMERT 16.29 21.00 12.04 14.49 47.95 15.81

Jg-LXMERT 18.33 22.41 15.52 16.53 45.68 17.42
ViLT 19.87 26.06 15.67 18.03 46.76 19.10

Jg-ViLT 20.44 26.36 16.11 19.25 40.93 19.44
BridgeTower 19.95 33.02 14.47 16.46 51.62 18.59

Jg-BridgeTower 22.20 31.47 18.31 19.95 46.98 19.63

Table 3: Overall and paragraph-based exact matching performance
between Joint-grained(Jg) models and vanillas on the Test set.

(a) Exact Match Acc. (EM) (b) Multilabel Recall (MR)

Figure 7: Visualised breakdown performance of each model across
different input page ranges.

gaps but experiences a decrease in performance with larger
input page numbers. This suggests that fine-grained infor-
mation may improve document entity representations. But,
with the number of input pages increasing, textual tokens may
introduce more noise that adversely affects document entity
representations. Exploring additional Joint-grained mecha-
nisms may help enhance entity representations. However, as
shown in Figure 7b, Joint-grained frameworks notably en-
hance robustness in MR-oriented scenarios, from smaller to
larger numbers of pages. This highlights that incorporating
fine-grained textual information can aid the model in locating
target entities even in long, visually rich document scenarios.

7.3 Real-World Scenarios

Model Overall Intro M&M R&D Conl Other Table Figure
Vanilla BridgeTower 22.37 33.02 14.47 16.46 51.62 18.59 50.03 46.15

Jg-BridgeTower 22.20* 31.47 18.31 19.95 46.98 19.63 N/A N/A
Jg-BridgeTower-PDFMiner 23.56 31.94 15.80 19.11 52.59 19.10 44.93 46.86

Jg-BridgeTower-OCR 23.25 29.50 16.61 17.82 51.08 17.68 55.07 53.14

* Note: Jg-BridgeTower exclusively handles paragraph-based ques-
tions, rendering its results non-comparable with others directly.

Table 4: Comprehensive Breakdown Performance: BridgeTower
Joint-grained frameworks based on various sourced textual token se-
quences, overall and super-Section based breakdown.

To demonstrate the real-world efficacy of our proposed
Joint-grained framework, we evaluated its performance using
text extracted from off-the-shelf tools. Because BridgeTower,
highlighted in Table 3, exhibits significant improvements,
we present the performance of BridgeTower-based Joint-
grained frameworks on various text token sequences from
the MMVQA dataset (Jg-BridgeTower), PDF parser (Jg-
BridgeTower-PDFMiner), and OCR tools (Jg-BridgeTower-
OCR). As shown in Table 4, incorporating fine-grained tex-
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tual information results in performance enhancements, in-
creasing from 22.37% to 23.56% (PDFMiner) and 23.25%
(OCR) in overall. In addition, high structural complexity sec-
tions (e.g., M&M, R&D) show notable improvements, partic-
ularly in MMVQA, reaching around 4.5% in M&M and 3.5%
in R&D. This may be attributed to the “context” provided by
the MMVQA dataset, extracted from XML nodes contain-
ing prior knowledge. Despite inherent noise raised by off-
the-shelf tools, they still yield substantial improvements. No-
tably, OCR, while facing challenges with mis-detected char-
acters, demonstrates considerable increases in retrieving Ta-
ble (about 5%) and Figure (7%) based questions. However,
Introduction (Intro) shows a decreasing trend after the incor-
poration of fine-grained information. This could be due to
the introduction covering the entire document content, mak-
ing learning the relations between tokens and entities more
challenging. Future work may explore more refined Joint-
grained aligning methods.

7.4 Category-Oriented Entity Representation

(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 8: Category-oriented entity representation T-SNE analysis of
various frameworks including (a) Transformer, (b) VisualBERT, (c)
LXMERT, (d) CLIP, (e) ViLT, (f) BridgeTower, (g) Jg-BridgeTower-
PDFMiner, (h) Jg-BridgeTower-OCR.

To understand the insight of document entity representa-
tions of each framework, two-dimensional T-SNE analysis
is performed on final entity embeddings extracted from de-
coder D, as shown in Figure 8. In general, RoI-based frame-
works tend to have more representative feature embedding
in understanding the semantic roles of each document entity.
Especially compared with unclear boundaries between var-
ious text-dense entities such as Abstract, Title, Paragraph,
RoI-based models can effectively distinguish them. How-
ever, RoI-based models underperform compared to Patch-
based models, as shown in Table 2. The possible reason is al-
though they benefit from pre-trained backbones and are good
at learning visual cues within document entity RoIs, they lack
in addressing the broader document layout and the relation-
ships between question and target entities, crucial for under-
standing multi-page documents14.

14We conducted an additional question-answering embedding
correlation analysis in Appendix G.2.

Figure 9: Qualitative analysis of various model performance on two
sample questions.

For RoI-based frameworks, Transformer underperforms
VisualBERT and LXERMT in Table and Figure question
types (refer to Appendix G.1.). This performance gap can
be attributed to the distinctiveness of entity embeddings for
Figure and Table, as shown in Figures 8b and 8c for Vi-
sualBERT and LXMERT, respectively, compared to Trans-
former (Figure 8a). Additionally, for Patch-based models,
BridgeTower outperforms other counterparts on paragraph-
based questions. This may be linked to BridgeTower’s fo-
cused pre-training on textual content and clearer clustering
of text-dense entities as illustrated in Figure 8f. Moreover,
compared to the vanilla BridgeTower framework (Figure 8f),
Joint-grained information-augmented models (Figure 8g, 8h)
tend to have more representative entity representations, espe-
cially for text-dense document entities, e.g. Abstract, Section.

7.5 Qualitative Analysis
To demonstrate the effectiveness of proposed frameworks, es-
pecially the benefits of joint-grained frameworks, we repre-
sent the predictions of various architectures and analyse them
qualitatively. As shown in Figure 9, all RoI-only frame-
works failed to identify the correct answer paragraph (P4);
however, integrating patch embeddings enables the models
to locate the surrounding entities (P3, P5) of the target (P4),
which demonstrates patch information could bring more com-
prehensive layout understanding. After joint-grained frame-
works incorporate fine-grained information achieve correct
predictions, underlining the effectiveness of fine-grained data
in improving entity representation robustness. 15

8 Conclusion
This paper presents a contribution by introducing the
MMVQA dataset and a novel joint-grained architecture. The
MMVQA from PubMed Central showcases diverse docu-
ment types, complex structures, and extensive content-related
questions in multi-page documents. We also introduce the
strong benchmark, Joint-grained retrieval architecture, which
consistently enhances model performance, particularly in
complex document sections. We hope this research could
not only advance the understanding of multi-page document
comprehension but also set a foundation for future explo-
ration and refinement of models in this domain, marking a
significant step forward in document understanding research.

15Please refer to Appendix H to check more qualitative samples.
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