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Abstract
Rich textual and topological information of tex-
tual graphs need to be modeled in real-world
applications such as webpages, e-commerce, and
academic articles. Practitioners have been long fol-
lowing the path of adopting a shallow text encoder
and a subsequent graph neural network (GNN)
to solve this problem. In light of recent advance-
ments in large language models (LLMs), it is
apparent that integrating LLMs for enhanced
textual encoding can substantially improve the
performance of textual graphs. Nevertheless, the
efficiency of these methods poses a significant
challenge. In this paper, we propose ENGINE,
a parameter- and memory-efficient fine-tuning
method for textual graphs with an LLM encoder.
The key insight is to combine the LLMs and GNNs
through a tunable side structure, which signif-
icantly reduces the training complexity without
impairing the joint model’s capacity. Extensive
experiments on textual graphs demonstrate our
method’s effectiveness by achieving the best model
performance, meanwhile having the lowest training
cost compared to previous methods. Moreover,
we introduce two variants with caching and dy-
namic early exit to further enhance training and
inference speed. Specifically, caching accelerates
ENGINE’s training by 12x, and dynamic early exit
achieves up to 5x faster inference with a negligible
performance drop (at maximum 1.17% relevant
drop across 7 datasets). Our codes are available at:
https://github.com/ZhuYun97/ENGINE

1 Introduction
Textual graphs are pervasive in the real world, like aca-
demic networks [Wang et al., 2020], webpages [Mernyei
and Cangea, 2020] and e-commerce datasets [Chiang et
al., 2019]. In the early stages, shallow embedding meth-
ods [Mikolov et al., 2013; Zhang et al., 2010] and graph neu-
ral networks [Kipf and Welling, 2017; Hamilton et al., 2017;
Veličković et al., 2018] are combined to analyze and process
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Figure 1: Comparison of performance and training efficiency be-
tween ENGINE and baselines on the large-scale textual graph
dataset OGBN-ArXiv, where the x-axis denotes total training time
and the y-axis denotes accuracy. Here, the radius of dashed cir-
cles is proportional to the 4th Root of the parameters in the incor-
porated language models, and the radius of the internal marker is
proportional to the number of tunable parameters. Our method with
caching achieves a remarkable 72x faster training compared the pre-
vious SoTA method, SimTeG, while simultaneously achieving supe-
rior performance. Please refer to Table 3 for more detailed results.

this data like Figure 2a. However, static shallow embedding
methods struggle to capture context-aware information and
complex semantic relationships, limiting their ability to ex-
ploit the richness of text attributes, particularly in graph tasks.

Large language models (LLMs) such as ChatGPT [Ope-
nAI, 2023], LLaMA2 [Touvron et al., 2023], and Falcon [Al-
mazrouei et al., 2023] have recently demonstrated signifi-
cant potential in understanding language, effectively captur-
ing the semantic richness of text attributes. This success has
prompted researchers to utilize LLMs on textual graphs for
enhanced performance. Some works [Chien et al., 2021;
He et al., 2023b; Duan et al., 2023] explore the applica-
tion of Language Models (LMs) on textual graphs to im-
prove node features. These features are subsequently aggre-
gated by GNNs to generate the final representation like Fig-
ure 2b. However, these approaches, as pointed out by many
preceeding researchers [Zhao et al., 2022; Xue et al., 2023;
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Pan et al., 2024b], may be sub-optimal: the nodes’ textual
and structural features are encoded separately by the LLMs
and GNNs at two different stages. An apparent solution to
this issue is the joint training of LMs and GNNs, while this
option introduces the efficiency challenges, as memory and
time complexity during training and inference may become
prohibitively expensive for both institutions and customers.

This work aims to provide an efficient and effective solu-
tion to enable the joint modeling of the textual and topolog-
ical information on textual graphs. We propose an efficient
tuning algorithm for large language models on textual graphs,
named ENGINE, to address the challenges mentioned above.
As illustrated in Figure 2d, during training, we freeze the pa-
rameters of LLMs and add a tiny tunable ladder (G-Ladder)
alongside each layer of LLMs. Within each G-Ladder, we
adopt message passing to integrate structural information,
thereby enhancing the quality of node representations. The
key idea behind the G-Ladder is that only an extremely small
portion of the parameters are updated, resulting in a signifi-
cant reduction in memory consumption. Furthermore, since
the parameter update of ENGINE does not depend on the
gradient computation of the LLMs, which allows us to pre-
compute node embeddings, storing them in the cache for sub-
sequent reuse, thereby significantly reducing the time com-
plexity during training, as shown in Figure 1. In the inference
phase, where LLM-induced latency is typically high, we in-
troduce an early exit operator post each ladder to expedite
the inference process. This variant, termed ENGINE (Early),
facilitates dynamic early exit of node embedding encoding,
accelerating inference and mitigating the risk of overthink-
ing [Zhou et al., 2020]. Through extensive experiments, our
method demonstrates SoTA performance compared to base-
lines on textual graphs across various domains. Compared
with existing LLM-based approaches, our proposed frame-
work significantly improves training efficiency and reduces
inference latency. This suggests a promising direction for
combining LLMs with GNNs in textual graph analysis.

Our contributions can be concluded as:

• We propose a memory- and time-efficient tuning method
for LLMs on textual graphs named ENGINE. The LLMs
and GNNs are combined through a tunable side struc-
ture which significantly reduces the training complexity
without impairing the joint model’s capacity.

• Two additional variants of ENGINE are proposed to fur-
ther improve the training and inference: (i) ENGINE
(caching) precomputes node embeddings for training
samples, places them into cache, and reuses them dur-
ing training; and (ii) dynamic early exit dynamically de-
termines whether to exit the feed forward of the LLM
layers and returns the prediction.

• Extensive experiments demonstrate the effectiveness of
our method with the lowest training cost compared to
previous methods. Moreover, ENGINE with caching
speeds up training time by 12x, and ENGINE (Early)
achieves up to 5x faster inference with a slight maxi-
mum performance drop of 1.17% across 7 datasets.

2 Related Works
2.1 LM-based Methods for Textual Graphs
Representation learning for textual graphs has gained sig-
nificant attention in the field of graph machine learning.
Rather than relying solely on shallow or hand-crafted fea-
tures (e.g., bag-of-words, skip-gram) as seen in previous
works [Kipf and Welling, 2017; Veličković et al., 2018;
Hamilton et al., 2017; Zhu et al., 2023a; Zhu et al., 2023b;
Zhu et al., 2023c] , LM-based methods harness the potential
power of Language Models (LMs) to handle textual graphs.
These methods combine LMs and GNNs in a cascading (Fig-
ure 2b) or iterative structure (Figure 2c). Specifically, in
cascading structure methods, the initial step involves fine-
tuning pre-trained language models on downstream tasks.
Subsequently, these fine-tuned models are employed to gen-
erate text embeddings, serving as the initial node features for
GNNs. For example, GIANT [Chien et al., 2021] enhances
the meaningfulness of node embeddings by fine-tuning LMs
using neighbor information. SimTeG [Duan et al., 2023]
adopts a two-stage training paradigm: initially fine-tuning
LMs through graph-related tasks (e.g., node classification,
link prediction), and subsequently training GNNs based on
the embeddings generated by LMs. TAPE [He et al., 2023b]
utilizes LLMs to augment text descriptions and fine-tunes
PLMs based on these augmented texts. The subsequent step
involves using the fine-tuned PLMs to generate text embed-
dings, serving as the initial node attributes for GNNs. These
methods only model partial information, limiting their ability
to learn comprehensive features.

Instead of adopting the cascading structure, GraphFormers
[Yang et al., 2021], GLEM [Zhao et al., 2022], and LEAD-
ING [Xue et al., 2023] combine LMs and GNNs in an iter-
ative or co-training structure, training LLMs and GNNs in a
co-training way. However, these co-training paradigms face
significant scalability issues. Encoding all neighbors by LMs
introduces high-cost fine-tuning and inference overhead due
to the substantial number of parameters in language models.

To address these non-trivial challenges, we propose to
combine LMs and GNNs in a side structure as depicted in
Figure 2d. We introduce a novel method designed to imple-
ment a parameter- and memory-efficient tuning method for
LLMs on textual graphs named ENGINE.

2.2 Parameter-Efficient Fine-Tuning (PEFT)
Recently, large language models (LLMs) have achieved re-
markable success in NLP domain [OpenAI, 2023; Tou-
vron et al., 2023]. PEFT methods aim to adapt large pre-
trained models to various downstream applications without
fine-tuning all parameters due to prohibitive costs. For in-
stance, adapter-based methods [Houlsby et al., 2019] in-
ject lightweight neural networks (adapters) into Transformer
layers and exclusively fine-tune these adapters for model
adaptation. LoRA [Hu et al., 2021] assumes a low intrin-
sic rank in weight changes during model tuning. It pro-
poses optimizing the decomposition of original weight ma-
trices in self-attention modules, multiplying optimized ma-
trices during deployment to obtain the delta of self-attention
weights, thus significantly reducing the parameters requir-
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ing fine-tuning. Similarly, IA3 [Liu et al., 2022] modi-
fies attention weights for both key and value, as well as the
feedforward activation, through element-wise multiplication.
Prompt-based tuning [Lester et al., 2021; Li and Liang, 2021;
Pan et al., 2023] prepends trainable soft prompts to the input
text while keeping the entire pre-trained models unchanged.
While most methods mainly focus on achieving competi-
tive performance through tuning few parameters (parameter-
efficient), they often fall short in terms of memory efficiency.
Ladder Side-Tuning (LST) [Sung et al., 2022] addresses this
issue by training a ladder-side network that separates train-
able parameters from the backbone model. Because it does
not require backpropagation through the backbone network
(LMs), LST significantly reduces memory requirements.

Although PEFT has achieved great success in the Eu-
clidean domain including natural language and computer vi-
sion [Jia et al., 2022; He et al., 2023a; Pan et al., 2024a], how
to effectively and efficiently apply such approaches to non-
Euclidean domains like graphs is still under exploration. The
main challenge lies in the lack of experience of how to fully
utilize structural information to enhance node-level represen-
tations. In this work, we propose an efficient tuning method
for LLMs on textual graphs, named ENGINE, which explic-
itly utilizes structural information and enhances node-level
representations through our designed lightweight G-Ladder.

3 Method
In this section, we will introduce the notations used in this pa-
per. Subsequently, we will present the proposed efficient tun-
ing method for LLMs tailored to textual graphs in Section 3.2.
Finally, efficient inference will be discussed in Section 3.3.

3.1 Notations
Given a textual graph G = {V, {tn}n∈V , A, Y }, where V is
the node set consisting of N instances, tn ∈ T Qn represents
a sequential text for its node n ∈ V , T is the tokens dictio-
nary, and Qn is the sequence length, A ∈ RN×N denotes
the adjacency matrix, and Y denotes labels for each node.
To enhance scalability, a sampling function Γ(·) is applied to
a large graph to obtain a set of small subgraphs {Gn}n∈V ,
where Gn represents the subgraph for the target node n ∈ V .
In this study, the focus is on the node classification task of
textual graphs. Specifically, given a set of training nodes Vtr,
a classification model is trained on these nodes and evaluated
on the remaining test nodes Vte. Formally, given a set of train-
ing nodes and their induced subgraphs Gtr = {Gn}n∈Vtr

, the
optimal predictor fθ∗ is formulated as

fθ∗ ∈ argmax
θ

EGn∈GtrPθ(ŷn = yn | Gn), (1)

where yn denotes the true label of target node n ∈ Vtr and ŷn
is the predicted label. It is noteworthy that our method can be
applied to other tasks as well, including graph classification
and link prediction. For instance, in graph classification, each
instance aligns with a graph, analogous to the subgraph of the
target node in the node classification task. The exploration of
these applications is left for future work.

3.2 Efficient Tuning for LLM on Textual Graphs
The efficient tuning of large language models for graph data
is under exploration [Duan et al., 2023; Xue et al., 2023].
However, existing methods are parameter-efficient but not
memory-efficient, primarily focusing on fine-tuning small-
scale language models like BERT [Kenton and Toutanova,
2019] and DeBERTa [He et al., 2020] for textual graphs.
Moreover, these methods encounter challenges in effectively
utilizing structural information explicitly during fine-tuning.
In this work, we present a parameter-efficient and memory-
efficient tuning method for LLMs while also leveraging struc-
tural knowledge explicitly, as depicted in Figure 2 (Right).

Given an input graph G, a sampling function Γ(·), such as
random walk with restart [Qiu et al., 2020; Zhu et al., 2022],
will be applied to obtain subgraphs Gtr = {Gi}i∈Vtr for tar-
get nodes. Each subgraph consists of several nodes, and each
node contains a textual description ti. The textual descrip-
tions of nodes within a subgraph will be packed into a batch
B = {ti}Bi=1 and fed into LLMs. In each layer of LLM,
token-level representations of each node will be calculated:

H l = LLM Layerl(H l−1), (2)

where LLM Layerl(·) denotes the l-th layer of LLM, and
H l ∈ RB×Q×D means the token-level representations in i-
th layer. In the first layer, the input H0 is equivalent to B.

Lightweight G-Ladders
In this work, we focus on node-level tasks, intricately related
to the quality of node-level representations. Our goal is to en-
hance these representations during model tuning. To achieve
this, a readout function R, such as mean pooling [Mesquita
et al., 2020], is applied to token-level representations:

zli = R(hl
i,1, h

l
i,2, ..., h

l
i,Q), (3)

where zli ∈ R1×D denotes the representation of node i ∈ Vtr.
Then these node-level representations are fed into GNN Lad-
ders (G-Ladders) to improve the quality of node embeddings
through structural information, ensuring accurate comprehen-
sion of the node’s semantics from a global perspective. The
improved node-level representations Ẑl are derived as

Ẑl = λl ·GNNl
(
P l

(
Zl

)
, A

)
+

(
1− λl

)
· Ẑl−1, (4)

where P l(·) : RB×D → RB×K is a projector that maps the
node-level representations into low dimensions (K ≪ D),
thereby reducing the subsequent computation in G-Ladders.
GNN is one type of graph neural networks that includes
message passing. In this paper, for simplicity, we bench-
mark three different architectures, including GCN [Kipf
and Welling, 2017], SAGE [Hamilton et al., 2017], and
GAT [Veličković et al., 2018] and pick the best one (SAGE)
for modeling G-Ladders. Nevertheless, the choice of the
GNN architectures does not bring heavy influence to the fi-
nal performance (refer to Table 11 in Appendix). λl is a
learnable coefficient for combining information in the cur-
rent layer l and the previous layer l − 1. It is modeled by
λl = sigmoid(ω

l

T ), where ωl is a learnable zero-initialized
scalar, and T is a temperature set as 0.1.
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Figure 2: Left: strategies for processing textual graphs on graph tasks: (a) Static shadow embedding method and GNN. (b) Cascading
Structure: LMs and GNNs are trained independently. (c) Iterative or Co-training Structure: LMs and GNNs are trained jointly. (d) Side
Structure: Frozen LMs combined with tunable GNNs in a side structure. Right: detailed pipeline of ENGINE, where frozen LLM layers are
combined with G-Ladders through a side structure. The dynamic early exit classifier is added after G-Ladders for ENGINE (Early).

Finally, the representation of the target node ẑLi from the fi-
nal layer’s output ẐL is fed into a linear classifier C for clas-
sification. The training loss L is computed using the cross-
entropy loss CE(·, ·) between predictions and true labels:

L = Ei∈Vtr CE(ŷi, yi), where ŷi = C(ẑLi ). (5)
What Makes ENGINE An Efficient-Tuning Method?
As depicted in Figure 2 (Right), the efficiency of EN-
GINE stems from three aspects. First, similar to existing
PEFT methods, the parameters of LLMs are frozen and only
lightweight G-Ladders are updated during training, ensuring
parameter-efficient. Second, our method innovatively inte-
grates G-Ladders with LLMs via a side structure, eliminat-
ing the need for backpropagation through the LLMs. This
contrasts with prior methods that insert additional tunable
parameters within LLMs, requiring costly backpropagation
memory, such as cascading or iterative structures [Chien et
al., 2021; Zhao et al., 2022]. Last, our side-structure de-
sign allows us to precompute and cache node embeddings for
reuse, further boosting computational efficiency. In short, our
method is both parameter-efficient and memory-efficient, as
demonstrated by empirical evidence in Section 4.5.

3.3 Efficient Inference for LLM on Textual Graphs
The high latency linked to LLM inference can hinder model
deployment in real-world settings. Various strategies are pro-
posed to speed up model inference, including model pruning
[Gordon et al., 2020], model distillation [Sanh et al., 2019],
and dynamic early exit [Xin et al., 2020; Hu et al., 2023].

In this work, for simplicity, we adopt a similar mechanism
as dynamic early exit, which can be seamlessly integrated
with our method. Specifically, we add a lightweight single-
layer MLP as an early exit classifier Cl after each G-Ladder.
During the model tuning, these classifiers are directly con-
nected to the downstream task’s training objective, e.g., the
cross-entropy loss between the true label y:

Cl∗ ∈ argmin
Cl

Ei∈Vtr CE(Cl(ẑli), yi). (6)

Later during inference, early exit will be triggered based
on the classifiers’ uncertainty measure, such as informa-
tion entropy [Xin et al., 2020; Hu et al., 2023] and confi-
dence [Xie et al., 2021]. However, these criteria heavily de-
pend on datasets, and careful selection is necessary for differ-
ent datasets. For example, on simpler datasets, a lower value
of information entropy may be chosen as the threshold, con-
sidering the trade-off between efficiency and performance. In
this work, we utilize ‘patience’ criteria [Zhou et al., 2020]
to guide dynamic early exit, allowing us to avoid the need
for meticulous design. Patience-based criteria imply that if
consecutive p early exit classifiers predict the same results,
where p represents the number of layers set at 2 across dif-
ferent datasets in our experiments, the model stops inference
early and makes a prediction.

Since these early exit classifiers are also included in the
side structure, the gradients continue to flow exclusively
within the side structure as shown in Figure 2 (Right), making
our method tuning-efficient and inference-efficient.
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4 Experiments
In this section, we first introduce the datasets used in Sec-
tion 4.1. Then, we will illustrate the baselines and experimen-
tal setup in Section 4.2 and 4.3 respectively, and conduct ex-
periments on these datasets to demonstrate the effectiveness
of our proposed method in Section 4.4. Then, we will study
the training efficiency of ENGINE compared to other meth-
ods in Section 4.5. Lastly, the analysis of hyper-parameters
and an ablation study will be provided. Furthermore, addi-
tional experiments (e.g., link prediction) are in Appendix.

4.1 Datasets
In this work, we adopt seven commonly used textual graphs
to evaluate our proposed ENGINE: Cora [Sen et al., 2008],
CiteSeer [Giles et al., 1998], WikiCS [Mernyei and Cangea,
2020], OGBN-ArXiv [Hu et al., 2020], ArXiv-2023 [He
et al., 2023b], OGBN-Products [Hu et al., 2020] and Ele-
Photo [Yan et al., 2023]. We utilize collected raw text
data of these datasets by previous works [Chen et al., 2023;
He et al., 2023b; Yan et al., 2023]. Details of these datasets
can be found in Appendix A.

Dataset #Nodes #Edges #Classes

Cora 2,708 5,429 7
CiteSeer 3,186 4,277 6
WikiCS 11,701 215,863 10

OGBN-ArXiv 169,343 1,166,243 40
ArXiv-2023 46,198 78,543 40

OGBN-Products (subset) 54,025 74,420 47
Ele-Photo 48,362 500,928 12

Table 1: Statistics of textual graphs used in this work.

4.2 Baselines
To assess the effectiveness of our proposed method, 17 base-
lines in 5 main categories of approaches are employed. The 5
categories are: (i) traditional GNN models, (ii) Graph Trans-
formers, (iii) LM-Based methods, (iv) recent works designed
for textual graphs, and (v) PEFT methods. Briefly, tradi-
tional GNN models include GCN [Kipf and Welling, 2017],
SAGE [Hamilton et al., 2017], and GAT [Veličković et al.,
2018]. Graph Transformers include GraphFormers [Yang et
al., 2021] and NodeFormer [Wu et al., 2022]. Full fine-tuned
LM-based methods include BERT [Kenton and Toutanova,
2019], SentenceBERT [Reimers and Gurevych, 2019], and
DeBERTa [He et al., 2020]. Recent works for textual
graphs include Node Feature Extraction by Self-Supervised
Multi-scale Neighborhood Prediction (GIANT) [Chien et al.,
2021], Learning on Large-scale Text-attributed Graphs via
Variational Inference (GLEM) [Zhao et al., 2022], LLM-to-
LM Interpreter for Enhanced Text-Attributed Graph Repre-
sentation Learning (TAPE) [He et al., 2023b], and A Frus-
tratingly Simple Approach Improves Textual Graph Learning
(SimTeG) [Duan et al., 2023]. PEFT methods include Low-
rank Adaptation of Large Language Models (LoRA) [Hu et
al., 2021], IA3 [Liu et al., 2022], The Power of Scale for
Parameter-Efficient Prompt Tuning (Prompt Tuning) [Lester

et al., 2021], and Ladder Side-Tuning (LST) [Sung et al.,
2022]. Details of these methods are in Appendix B.

4.3 Experimental Setup
For traditional GNN methods, we utilize grid search to ob-
tain optimal results. For LM-based methods, i.e., BERT, Sen-
tenceBERT, DeBERTa, we fine-tune all parameters of these
models on training nodes. Methods tailored for textual graphs
are implemented using their official codes and reproduced un-
der our settings. The GNNs utilized in these methods are
selected from GCN, SAGE, and GAT, choosing the most ef-
fective one. Notably, GraphFormers is originally designed
for link prediction task, GraphFormers⋆ refers to our adap-
tation of their official codes* to the node classification tasks.
The hyperparameters of the baselines can be found in Ap-
pendix C. Regarding our method, ENGINE can be applied to
any LLMs. In the main content, we applied ENGINE to the
widely used open LLM named LLaMA2-7B [Touvron et al.,
2023] to show the effectiveness. Experimental results for
other language models, like e5-large [Wang et al., 2022],
can be found in Appendix D. We report the mean accuracy
with a standard deviation across five different random seeds.

4.4 Performance Analysis
From Table 2, we can draw the following conclusions:

Firstly, static shallow embedding methods combined with
GNNs (i.e., GCN, SAGE, GAT) perform inferiorly compared
to recent methods that combine LMs with GNNs. This in-
dicates that static shallow embedding methods may struggle
to capture context-aware information and complex semantic
relationships, limiting their ability to fully exploit the rich-
ness of text attributes, thereby achieving suboptimal results.
For instance, on OGBN-ArXiv and OGBN-Products datasets,
LM+GNN methods (i.e., SimTeG, GLEM, GIANT) signifi-
cantly outperform GNNs with shallow embedding methods,
exhibiting an absolute performance gap of around 5%.

Secondly, pure LM methods (i.e., BERT, SentenceBERT,
DeBERTa) perform inferiorly to LM+GNN methods on tex-
tual graphs. This demonstrates that, compared to pure LM
methods which neglect intrinsic graph structure, combining
LMs with GNNs can generate more semantic and structure-
aware node embeddings. For instance, on the Ele-Photo
dataset, GIANT achieves 81% accuracy, outperforming its
base LM model BERT by approximately 13%.

Lastly, our method is superior to current LM+GNN meth-
ods. Specifically, ENGINE further outperforms the previ-
ous SoTA method SimTeG, achieving an absolute improve-
ment of over 2% on the Cora dataset and an absolute 3%
improvement on the WikiCS dataset. Besides, our method
also shows significant improvements over all the other PEFT
methods (i.e., LoRA, IA3, Prompt Tuning, LST), showcasing
the superiority of ENGINE in fine-tuning LLMs on textual
graphs. Additionally, ENGINE (Early), which combines dy-
namic early exiting, achieves comparable performance with
ENGINE while improving the efficiency of model inference,
as further discussed in Section 4.5.

*https://github.com/microsoft/GraphFormers
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Methods Cora CiteSeer WikiCS OGBN-ArXiv ArXiv-2023 OGBN-Products Ele-Photo

MLP 74.32±2.75 71.13±1.37 68.41±0.65 55.54±0.11 65.39±0.39 56.66±0.10 61.21±0.11
GCN 86.90±1.51 72.98±1.32 76.33±0.81 71.51±0.33 67.60±0.28 69.86±0.14 79.00±0.22
SAGE 85.73±0.65 73.61±1.90 79.56±0.22 71.92±0.32 69.06±0.24 69.75±0.10 80.35±0.26
GAT 85.73±0.65 74.23±1.78 78.21±0.66 71.64±0.27 67.84±0.23 69.57±0.18 82.08±0.11
GraphFormers⋆ 80.44±1.89 71.28±1.17 72.07±0.31 67.25±0.22 62.87±0.46 68.15±0.76 75.44±0.56
NodeFormer 88.48±0.33 75.74±0.54 75.47±0.46 69.60±0.08 67.44±0.42 67.26±0.71 77.30±0.06

BERT 80.15±1.67 73.17±1.75 78.33±0.43 72.78±0.03 77.46±0.27 76.01±0.14 68.88±0.05
SentenceBERT 78.82±1.39 72.79±1.71 77.92±0.07 71.42±0.09 77.53±0.45 75.07±0.13 68.74±0.07
DeBERTa 77.79±2.26 73.13±1.94 75.11±1.97 72.90±0.05 77.25±0.20 75.61±0.28 70.82±0.08

GIANT(BERT) 85.52±0.74 72.38±0.83 75.81±0.26 74.26±0.17 72.18±0.24 74.06±0.42 81.27±0.41
GLEM(DeBERTa) 85.60±0.09 75.89±0.53 78.92±0.19 74.69±0.25 78.58±0.09 73.77±0.12 76.10±0.23
TAPE(DeBERTa) 88.52±1.12 − − 74.65±0.10 79.23±0.52 79.76±0.11 −
SimTeG(e5-large) 88.04±1.36 77.22±1.43 79.07±0.65 75.29±0.23 79.51±0.48 74.51±1.49 83.07±0.20

LoRA ( ) 79.95±0.44 73.61±1.89 78.91±1.26 74.94±0.03 78.85±0.21 75.50±0.05 73.25±0.03
IA3 ( ) 76.43±1.29 71.07±1.24 70.08±1.26 71.87±0.03 78.14±0.30 75.82±0.10 69.27±0.37
Prompt Tuning ( ) 73.73±2.05 69.62±2.14 67.14±1.50 71.34±0.58 74.78±0.70 74.50±0.99 62.84±0.27
LST ( ) 77.60±0.76 75.05±1.36 77.59±0.70 73.68±0.90 77.82±0.37 76.10±0.79 68.93±0.21
ENGINE ( ) 91.48±0.32 78.46±0.49 81.56±0.97 76.02±0.29 79.76±0.14 80.05±0.45 83.75±0.08
ENGINE (Early) ( ) 90.41±0.52 78.34±0.75 81.23±0.78 75.66±0.54 79.29±0.18 79.78±0.62 83.13±0.44

Table 2: Experimental results of node classification. denotes LLaMA2-7B model. ENGINE (Early) means that use dynamic early exit to
accelerate model inference. ⋆ denotes our adaption of their official codes to our tasks. We use boldface and underlining to denote the best
and the second-best performance, respectively.

These statistics show the effectiveness of our method for
generating context-aware and complex semantic nodes em-
beddings on textual graphs.

4.5 Efficiency Analysis
Training Efficiency
In this section, we assess the training efficiency of several
baselines and ENGINE. The additional trainable parameters
in our method are integrated with a frozen LLM through a
side structure. This allows us to precompute node embed-
dings using frozen LLMs and store them in the cache for
reuse, consequently enhancing training efficiency. We also
present the training efficiency of our method with caching.

Methods Update Param. Memory (GB) Total Time

GIANT(BERT) 114,535,896 7.5 29h 44m
GLEM(DeBERTa) 138,731,759 6.6 46h 27m
SimTeG(e5-large) 2,013,328 3.7 25h 22m

LoRA ( ) 4,358,144 44.8 10h 18m
IA3 ( ) 425,984 28.5 9h 55m
Prompt. ( ) 245,760 27.8 9h 48m

ENGINE ( ) 3,909,032 14.9 4h 23m
w/ caching 3,909,032 3.3 21m

Table 3: The efficiency analysis of training different methods on
OGBN-ArXiv dataset. The batch size is set as 1 for tuning LMs, and
the total training time is reported on the CPU of a 48-core Intel(R)
Xeon(R) @ 2.50GHz and GPUs of 6 NVIDIA GeForce RTX 3090.

In Table 3, GIANT and GLEM employ full fine-tuning of
language models with the largest trainable parameters. In
contrast, SimTeG utilizes LoRA to fine-tune e5-large and

subsequently trains GNNs. These methods consume low
memory because they employ small language models. How-
ever, scaling them up to large language models proves chal-
lenging due to their high training costs. Furthermore, it is
evident that previous PEFT methods demand substantial time
and memory resources for tuning LLaMA2-7B. In contrast,
ENGINE achieves the lowest time and memory costs, and the
inclusion of caching in ENGINE significantly reduces com-
putation expenses, achieving 12x faster training compared to
without caching (21m vs 4h 23m).

Inference Efficiency
For inference, ENGINE goes through all layers in LLMs,
which may be impractical in some realistic scenarios. There-
fore, we incorporate dynamic early exit seamlessly into our
method, named ENGINE (Early). ENGINE (Early) dynam-
ically exit based on the complexity of samples to save infer-
ence time. Table 4 records the inference time for running all
test samples using our method (with or without dynamic exit).
Figure 3 depicts the early exit ratios across different layers.

Methods Cora CiteSeer WikiCS

GIANT(BERT) 41s 47s 2m 58s
GLEM(DeBERTa) 1m 8s 1m 19s 5m 27s
SimTeG(e5-large) 1m 21s 1m 35s 5m 53s

ENGINE ( ) 1m 30s 1m 54s 15m 55s
ENGINE (Early) ( ) 15s 20s 2m 38s

Table 4: Inference time of ENGINE and baselines across datasets.

In Table 4, the speed advantage of ENGINE (Early) over
ENGINE is clearly evident, primarily due to reduced in-
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Figure 3: The statistics of samples early exit at each layer.

tensive computation within LLM layers. Notably, EN-
GINE (Early) attains 5x faster inference speed, mainly at-
tributed to the fact that over 90% of samples exit early in
the 5th layer as depicted in Figure 3. Additionally, EN-
GINE (Early) is faster than other textual graph baselines
while achieving better performance.

4.6 Sensitivity Analysis
The number of G-Ladders. G-Ladder can be incorporated
alongside each LLM layer. In our investigation, we exam-
ine varying numbers of G-Ladders. For simplicity, we ana-
lyze three strategies: (1) Adding a G-Ladder every 10 layers
(i.e., 0, 10, 20, 32 where the 0-th layer represents the word
embedding layer, and the 32-nd layer is the last layer used
in all strategies). (2) Adding a G-Ladder every 5 layers (i.e.,
0, 5, ..., 25, 32). (3) Adding a G-Ladder every 2 layers (i.e.,
0, 2, ..., 30, 32).

Table 5 presents the results. The first strategy consistently
performs worse than others, likely due to having the fewest
learnable parameters. Although the last strategy involves the
most learnable parameters, it falls short of the second strat-
egy on small datasets (e.g., Cora), suggesting that a moder-
ate number of parameters is optimal. Throughout our experi-
ments, we adopt the second strategy due to its balanced con-
sideration of effectiveness and efficiency.

Inserted Layers Cora CiteSeer WikiCS

0, 10, 20, 32 90.22±1.05 78.31±0.68 81.20±0.86
0, 5 , ..., 25, 32 91.48±0.32 78.46±0.49 81.56±0.97
0, 2 , ..., 30, 32 90.77±0.56 78.71±0.77 81.90±0.76

Table 5: Sensitivity analysis of the number of G-Ladders. We report
the mean accuracy with a standard deviation across 5 different ran-
dom seeds.

The patience in dynamic early exit. To accelerate infer-
ence, we adopt patience-based early dynamic exiting in our
work. In this section, experiments are conducted with vary-
ing patience values: 2, 3, 4, and 7. The patience of 2 means
terminating in advance and returning results if two consecu-
tive layers produce identical results. Notably, the patience of
7 signifies the absence of dynamic early exiting.

Figure 4: Sensitivity analysis of patience p in dynamic early exit.

Results from Figure 4 illustrate the trade-off between per-
formance and efficiency. In our experiments, we set the pa-
tience to 2 for most datasets, achieving comparable perfor-
mance while significantly reducing inference time, denoted
as ENGINE (Early).

4.7 Ablation Study
In this section, we investigate the impact of components in
our method. Specifically, ‘constant λ (0.5)’ indicates setting
λ as a constant value (i.e., 0.5) in Equation 4 rather than a
learnable coefficient. ‘w/o struct. info.’ denotes the removal
of message passing in G-Ladders.

Table 6 highlights that structural information is crucial
for enhancing the quality of node representations, showing
around a 14% absolute improvement on Cora and WikiCS
datasets. Additionally, a learnable coefficient λ outperforms
a constant value because the coefficient can adapt to the char-
acteristics of datasets.

Cora CiteSeer WikiCS

ENGINE 91.48±0.32 78.46±0.49 81.56±0.97
constant λ (0.5) 90.07±0.91 78.06±0.36 80.66±0.66
w/o struct. info. 76.94±1.98 69.97±3.46 68.44±2.75

Table 6: Experimental results of ablation study. We report the mean
accuracy with a standard deviation across 5 different random seeds.

5 Conclusion
In this paper, we present ENGINE, an efficient and effective
framework for incorporating large language models in tex-
tual graphs. Our proposed approach introduces a lightweight,
tunable GNN-based side structure (G-Ladder) alongside each
layer of the LLM, to explicitly model the structural informa-
tion of the textual graphs. The key insight is that the pa-
rameter update of ENGINE does not depend on the gradi-
ent computation of the LLMs, resulting in exceptionally ef-
ficient training compared to concurrent counterparts. Build-
ing upon this, we introduce two variants with caching and
dynamic early exit to further enhance training and inference
speed. Empirical studies demonstrate that our ENGINE out-
performs the state-of-the-art approaches across multiple real-
istic textual graph datasets, in terms of performance, training
efficiency, and inference efficiency.
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