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Abstract
Prompt learning has gained popularity as a means
to leverage the knowledge embedded in pre-trained
language models (PLMs) for NLP tasks while using
a limited number of trainable parameters. While
it has shown promise in tasks like sentiment clas-
sification and natural language inference, generat-
ing suitable prompts for PLMs, as opposed to hu-
man prompts, remains a challenge. In this paper,
we introduce an abstraction of the prompt learning
process using an Extended Kalman Filter. Our ap-
proach, called Conditional Extended Kalman Fil-
ter based on Neural Networks (CEKFNN), effec-
tively infers more appropriate prompt tokens by en-
hancing the classic Extended Kalman Filter with
PLM’s contextual representation power. Specif-
ically, CEKFNN learns transition and emission
functions from PLM embeddings of input sen-
tences to infer latent prompt tokens. We refine
CEKFNN using an alternate-training approach, re-
training a PLM’s emission function with prompt
tokens inferred by prompt models (PMs), as well
as the initial and transition functions. PLM’s out-
put labels assist in PMs’ training. When updat-
ing the pre-trained language model (PLM), we use
an adapter approach with few trainable parame-
ters, leaving PLM parameters frozen. We evalu-
ate CEKFNN across open-source PLMs, demon-
strating performance improvements over state-of-
the-art methods while using a limited number of
trainable parameters. It shows that CEKFNN per-
forms on-par or better than fine-tuning, which re-
quires updating all parameters in the PLM.

1 Introduction
PLMs (Pre-trained Language Models) have proven success-
ful in numerous natural language processing tasks [Brown et
al., 2020]. Evidence indicates that during pre-training, these
models not only learn contextualized representations but also
acquire knowledge of grammar [Clark et al., 2019b], syn-
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tax [Hewitt and Manning, 2019], and commonsense [Davi-
son et al., 2019], representing some of the more abstract and
intangible aspects of human cognition. Stemmed from the ex-
tensive pre-training on diverse datasets, PLMs have become
foundational in advancing the field of natural language under-
standing and generation, driving innovation in areas ranging
from automated text summarization to sophisticated conver-
sational agents. From the perspective of adapting PLMs to
specific tasks, fine-tuning and prompt learning stand out as
two principal approaches [Liu et al., 2023a].

Fine-tuning is a process where a PLM is further trained
on a specific task-oriented dataset, leading to more special-
ized and accurate performance in that domain. The primary
advantage of fine-tuning is its ability to tailor the model pre-
cisely to the task, resulting in high accuracy and efficiency.
However, fine-tuning is resource-intensive, requiring signif-
icant computational power and specific training data. More-
over, the fine-tuned model retains the original model’s param-
eter count, which, although a minor issue for smaller models
like BERT [Devlin et al., 2019] or GPT-2 [Radford et al., ],
poses a substantial challenge for larger models such as T5
[Raffel et al., 2020], GPT-3 [Brown et al., 2020], and other
PLMs with billions of parameters [Hu et al., 2022].

Prompt learning, in contrast, relies on creating and employ-
ing specific prompts to direct a pre-trained model to produce
the desired output without further training. This method is
agile and resource-efficient, as it leverages the existing capa-
bilities of the model. However, it introduces technical chal-
lenges in crafting effective prompts and can sometimes be
less precise than fine-tuning.

For example, recent research has shown that PLMs’ per-
formance in prompt-based tasks can vary greatly, with minor
changes in prompts causing large fluctuations in performance
([Arora et al., 2023]; [Liu et al., 2023b]). Such variability
or inconsistency is influenced by factors such as the type of
PLM used [Ouyang et al., 2022] and its size [Lampinen et al.,
2022]. Efforts to boost the dependability of prompt learning
include crafting ideal prompts or combining several of them.
Methods such as proposed in [Shin et al., 2020] focus on au-
tomating the search for effective discrete prompts, while [Liu
et al., 2023b] suggests the use of trainable continuous tokens
alongside these discrete prompts to improve the performance.
[Arora et al., 2023] investigates the effectiveness of aggregat-
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ing predictions from different prompts. However, a common
limitation in existing methods is the repeated use of the same
prompt tokens across various sentences, without considering
the specific information of the sentence involved or the con-
textual relevance.

This paper introduces a cutting-edge method to improve
the accuracy of prompt learning while maintaining its agility.
Building on the idea that a sentence’s information can be
treated as a latent variable shaped by its semantic content
and the preceding sentence’s latent variable ([Li et al., 2021]
and [Revach et al., 2022]), we present a novel Conditional
Extended Kalman Filter based Neural Network (CEKFNN).
This technique refines the training and inference processes
through PLM embeddings, enhancing initial, transition, and
emission function predictions. CEKFNN not only broadens
the context understanding of Extended Kalman Filter beyond
traditional Markov model limitations, but also adapts prompt
tokens dynamically, depending on whether input sentences
are related or independent. In scenarios where input sen-
tences are interconnected, the prompt tokens for a sentence
are derived from the preceding sentence’s tokens. Conversely,
in cases without such a connection, the prompt tokens are de-
termined independently using the sentence’s embeddings and
initial prompt tokens.

Further, we integrate CEKFNN with a supervised mode us-
ing an alternating training method. This method involves re-
training the PLM with prompt tokens generated by prompt
models (PMs). By leveraging the pre-trained knowledge con-
tained in PLM, this process aims to retrain the PLM to obtain
true labels. The retrained PLM serves as an emission func-
tion, whose outputs are combined with true labels for the next
round of PMs training. The alternate-training method trains
PMs (initial function of hidden state and transition function)
and PLM (emission function) alternately until the result is op-
timized. When updating the PLM, we use an adapter method
with few trainable parameters to simulate the PLM update.
Figure 1 shows the architecture of CEKFNN framework. An
Initial model generates initial prompt tokens. Given the ini-
tial prompt tokens, we can get different prompt tokens for
different input sentences by using transition model and em-
beddings of current input sentence. When training the whole
model, we use the alternative learning strategy to update the
trainable parameters of PMs and PLM. The contributions of
this paper include:

• We conceptualize the process of prompt learning within
the CEKFNN framework, where prompt tokens are
viewed as time-variant latent variables and task labels
are considered observed variables influenced by these la-
tent variables. CEKFNN is designed with minimal train-
able parameters, effectively adapting to downstream
tasks through initial, transition, and emission functions
specifically for prompt tokens.

• We introduce an alternating training methodology that
sequentially trains PMs for the initial and transition
functions, and the PLM for the emission function. Each
iteration uses the outputs of one to inform the training of
the other in successive iterations.

• Our extensive evaluation covers a range of open-source

Figure 1: An architecture of CEKFNN framework. The models in
the blue region represent PMs, while the model in the orange re-
gion represents PLM. Within all models, parameters within hollow
circles are trainable, while those within solid circles remain fixed.
Regarding the architecture’s variables, solid circles are observed el-
ements; hollow circles are hidden elements.

PLM families, including BERT, GPT-2, and T5, and var-
ious model sizes, ranging from 110M to 3B parame-
ters. It shows enhanced performance compared to ex-
isting methods, with the added advantage of requir-
ing a small set of trainable parameters. Our method
achieves results comparable or superior to those of com-
prehensive fine-tuning, which necessitates updating all
parameters in the PLM. We have made the code for
all tasks involving CEKFNN available in PyTorch at
https://anonymous.4open.science/r/GAP-888F.

2 Related Works
Pre-trained Language Models. The recent breakthrough
in self-supervised pre-trained language models [Dong et al.,
2019] has significantly advanced the development of natural
language processing. Decoder-based language models such
as GPT [Radford et al., ] leverage the Transformer archi-
tecture to pre-train on large-scale web texts. Meanwhile,
encoder-based models like BERT [Devlin et al., 2019] in-
troduce masked language modeling and establish the pre-
training/fine-tuning paradigm. Subsequently, various lan-
guage models have emerged, including encoder-decoder-
based models such as T5 [Raffel et al., 2020], which aim to
unify language understanding and generation. Training larger
language models generally leads to improved performance
and remains an active area of research [Hu et al., 2022].

Prompt Learning and Fine-Tuning. While a Large Lan-
guage Model can adapt its behavior with just a few additional
training examples, the result depends heavily on the input
prompt [Brown et al., 2020]. This necessitates an empiri-
cal art of composing and formatting the prompt to maximize
a model’s performance on a specific task, a practice known as
prompt Learning [Liu et al., 2023a]. Fine-tuning involves re-
training a PLM on general domains for specific tasks [Devlin
et al., 2019]. Variants of fine-tuning include learning only
a subset of the parameters [Devlin et al., 2019]. However,
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practitioners often choose to retrain all parameters to maxi-
mize downstream performance.

Nevertheless, performing fine-tuning in the usual way for
a PLM such as T5 [Raffel et al., 2020] presents challenges.
This is due to the large checkpoint it produces and the high
hardware barrier to entry, as it incurs the same memory over-
head as the pre-training process.

Parameter-Efficient Adaptation. Some methods propose
inserting adapter layers between existing layers of a neural
network ([Zhang et al., 2023]; [Hu et al., 2022]). These meth-
ods aim to reduce memory requirements by utilizing a lim-
ited number of trainable parameters, while keeping the full
model’s parameters fixed. Given the minimal memory over-
head of adapters, recent approaches [Dettmers et al., 2023]
suggest using additional adapters to enhance performance
without substantially increasing the total memory usage.

Neuralizing Hidden Markov Models and the Extended
Kalman Filter. The key distinction between the Extended
Kalman Filter (EKF) and Hidden Markov Models (HMMs)
lies in their modeling of latent variables. The former accom-
modates continuous variables, while the latter limits its la-
tent variables to discrete ones. Some studies aim to neuralize
HMM and EKF to relax the Markov assumption while pre-
serving their generative properties [Kim et al., 2018]. For
instance, [Li et al., 2021] explore learning discrete structures
for text or label generation using neuralized HMMs. Mean-
while, [Revach et al., 2022] focus on learning continuous
variables for safety-critical applications such as self-driving
vehicles and signal processing using neuralized EKFs. We
hypothesize that prompt learning can also be viewed as
Bayesian inference with some continuous trainable prompt
tokens, leading to our proposed CEKFNN approach.

3 Method
In this section, we present the framework of CEKFNN.
CEKFNN formulates the prompt learning as Bayesian infer-
ence process, involving gradient updates that include train-
able prompt tokens and adapter parameters. This training
method mirrors that used in generative adversarial networks,
applied across all trainable parameters, leading to the desig-
nation of this model as CEKFNN.

3.1 Preliminaries
We analyze models pre-trained on masked language model-
ing (MLM) objectives. X denotes a finite vocabulary of input
tokens.

Pre-training and Downstream Task. Consider the MLM,
denoted as G(x) = ⟨G1(x), G2(x), ...⟩, which is responsible
for predicting some vectors associated with input sentence
x. Additionally, let ⟨G(x1), G(x2), ...⟩ represent the MLM
that predicts some vectors for each time step in the input se-
quence xi. Each component Gi calculates the embedding of
the i-th token, denoted as Xi, conditioned on all other tokens.
The main task involves labeled examples in the form of pairs
⟨x,H∗(x)⟩ ∈ X × Y . Here,. H∗ : X → Y serves as the
source of ground-truth labels for downstream tasks, and Y
represents a discrete set of classification labels.

Figure 2: An illustration of CEKFNN’s architecture. Shaded circles
are observed elements; white circles are hidden elements; rectangles
are functions. The arrows between xt and et denote the context
representation ability of PLM.

Prompt Learning. Prompt learning requires viewing the
pre-trained model G as a function of the token embedding.
We denote this model as G. If we represent the token em-
beddings of input x as e(x) = ⟨e(x1), ..., e(xm)⟩, then
G(e(x)) = G(x). m is the length of sentence x.

In prompt learning, a trainable prompt u is concatenated
with the token embeddings to produce the model’s output,
which can be expressed as G((u, e(x))). It’s important to
note that “u” is considered an unobserved variable since we
don’t have direct knowledge of the information incorporated
by the model from the input. In some research, “u” is referred
to as an unobserved concept [Xie et al., 2022].

Other Notations. Let △d denote the space of d-
dimensional probability vectors. Pr(V = v) ∈ [0, 1] denotes
the probability that V assumes the specific value v. For a se-
quence v = ⟨v1, . . . , vt⟩, we use the notation v⟨i:j⟩ for i ≤ j
to denote ⟨vi, . . . , vj⟩, and v−i to denote ⟨v1:i−1, vi+1:t⟩.

3.2 CEKFNN Prompt Learning
In this section, we formulate prompt learning for linking
pre-training and downstream tasks using the Conditional Ex-
tended Kalman Filter. Consider a sequence of input sen-
tences containing T sentences, denoted as X⟨1:T ⟩. A down-
stream task can be formulated as a sequence labeling task
that assigns a label to each sentence. Suppose we have some
prompt tokens consisting of T parts, labeled as U ⟨1:T ⟩, where
U ⟨0:T ⟩ = u⟨0:T ⟩, ut = ⟨ut

1, . . . , u
t
k⟩, and ut

i ∈ Rd. Here, k
is the length of the sentence ut and d is the dimension of the
continuous vector ut

i. For the input sentences X⟨1:T ⟩, we use
Y ⟨1:T ⟩ to represent the true labels and E⟨1:T ⟩ to represent the
sentences’ embedding. Each eti|i∈{1,2,...,m} has the same di-
mension as ut

j |j∈{1,2,...,k}.
Defining a relation between pre-training and downstream

tasks with prompt learning is the primary challenge. We pro-
pose to establish this connection via prompt tokens, which
can be considered as latent variable assumptions about the
input. In supervised downstream tasks with prompt learn-
ing, the goal is to find the appropriate underlying sequence
of prompt tokens Û ⟨1:T ⟩ given E⟨1:T ⟩, Y ⟨1:T ⟩. We use U =
⟨U0, U1, . . . , UT ⟩ ∈ U∗ to denote the sequence of hidden
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Figure 3: The example of prompts for “Yes, she used.[MASK] ”. Given the context, the colorful zone refer to the prompt tokens. These
prompt tokens can be fixed prompt tokens. (e.g., “The sentence ... is grammatically ... ”, “The sentence’s knowledge ... is ... ”), unified
trainable tokens (e,g., “u1 ... uk ... ”), or time-related trainable tokens (e.g., “ut

1 ... ut
k ... ”, “ut+1

1 ... ut+1
k ... ”) and their positions are flexible

and adjustable. The models within the dashed box in figure are trainable. In (a), the prompt encoder only generates unified prompt tokens
across different et; on the contrary, in (b) the prompt initial model and prompt transition model can generate time-related trainable prompt
tokens by optimizing trainable model in a differentiable way.

states. For all timesteps i ≥ 1, the transition probabilities
are time-invariant, i.e., P (U i|U i−1, Ei). For each timestep
i ≥ 1, U i is emitted following some time-invariant probabil-
ity: P (Y i|U i, Ei).

Figure 2 shows the schematic architecture of CEKFNN.
Here, ut|t∈{0,1,··· ,T} represents the continuous hidden states
of CEKFNN, which correspond to the underlying appropriate
prompt tokens. The transition function f(·) is implemented
using a single layer of a transformer encoder, where

ut = f(ut−1, et) (1)
describes the transition from prompt tokens ut−1 to ut at time
step t. The emission function h(·) is implemented using an
adapter-based PLM. A emission function is utilized to obtain
ŷt, which is formalized as:

ŷt = h(ut, et) (2)
To further elucidate the implementation and details of

CEKFNN, we illustrate with a specific example. Given
a PLM denoted as G, a sequence of input tokens
x⟨1:T ⟩ = ⟨x1, x2, . . . , xT ⟩ is mapped to input embeddings
⟨e1, e2, . . . , eT ⟩ through a PLM’s embedding layer. Here,
xt = ⟨xt

1, x
t
2, . . . , x

t
m⟩ and et = ⟨et1, et2, . . . , etm⟩, where

m represents the length of a sentence xt. The purpose of a
prompt is to organize the context xt and itself into a template
T t. For instance, in a task involving sentence correctness pre-
diction, a template might be expressed as:

⟨ut
1, ..., u

t
i, e(x

t), ut
i+1, ..., u

t
k⟩ (3)

where e(xt) is equivalent to et. Figure 3 complements the ar-
chitecture with the integration of PLMs and some examples,
providing further details about CEKFNN.

3.3 Alternate Training Procedure
The alternate training method involves training two compo-
nents of the CEKFNN, based on a deep neural network: a
set of PMs and a PLM, sequentially using the output of each
other. The PMs generate all prompt tokens U t|t∈{0,1,...,T},
while the PLM refines them leveraging its language model-
ing capabilities acquired during pre-training. This training
process is divided into two distinct phases.

• In phase I, PMs receive E⟨1:T ⟩ = e⟨1:T ⟩ and output
U ⟨0:T ⟩ = u⟨0:T ⟩, which are then utilized to retrain the
PLM.

• In phase II, PMs and PLM engage in mutual enhance-
ment through several loops. Each loop begins with
training the PMs with e⟨1:T ⟩, Y ⟨1:T ⟩ = y⟨1:T ⟩, and
Ŷ ⟨1:T ⟩ = ŷ⟨1:T ⟩ provided by the fixed PLM. Then, the
predictions prompt tokens u⟨0:T ⟩ are used to retrain the
PLM with keeping a small set of trainable parameters.

Figure 4: The illustration of the alternate training method.
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Model & Method # Trainable GLUE
Parameters WNLI RTE CoLA MRPC STS-B SST-2 QNLI QQP MNLI-m/-mm AX-m/-mm

BERTbase (FT) 110M 56.5 65.0 59.6 85.1 81.9 92.4 90.7 89.8 82.7/83.5 73.3/74.5
BERTbase (P-Tuning) 11.8M 61.9 61.0 47.5 61.1 73.8 90.8 80.5 77.2 65.2/67.9 46.8/51.6
BERTbase (LoRA) 0.6M 62.3 62.2 57.5 81.0 78.51 91.9 90.5 88.0 82.5/83.2 73.3/73.8
BERTbase (AdaLoRA) 0.4M 66.1 61.5 50.5 72.0 77.5 91.1 89.7 86.7 80.5/81.4 69.7/70.9
BERTbase (CEKFNN) 12.4M 72.9 63.7 60.5 82.0 80.4 92.3 91.0 88.7 83.5/83.7 73.5/74.0

SuperGLUE
BoolQ CB COPA WiC WSC

BERTbase (FT) 110M 74.1 92.7 57.8 65.7 58.5
BERTbase (P-Tuning) 11.8M 63.0 71.8 51.5 62.7 60.9
BERTbase (LoRA) 0.6M 68.4 71.3 52.3 64.4 58.5
BERTbase (AdaLoRA) 0.4M 66.0 69.8 56.3 59.1 62.2
BERTbase (CEKFNN) 12.4M 68.6 76.0 61.7 65.1 64.1
BERTlarge (FT) 340M 62.3 82.8 61.7 50.0 59.4
BERTlarge (P-Tuning) 21.1M 62.5 71.3 63.2 59.8 61.7
BERTlarge (LoRA) 1.6M 65.5 69.8 53.9 66.4 58.6
BERTlarge (AdaLoRA) 1.2M 63.2 67.7 54.7 63.2 57.8
BERTlarge (CEKFNN) 22.6M 69.9 78.6 70.3 66.9 63.3

Table 1: BERTbase and BERTlarge with different methods on the GLUE and SuperGLUE benchmarks. We report the overall (matched and
mismatched) accuracy for MNLI and AX, Matthew’s correlation for CoLA, Pearson correlation for STS-B, and accuracy for other tasks. For
all metrics, higher is better. CEKFNN outperforms several baselines.

Figure 4 illustrates the alternate-training method. Overall,
the PMs generate increasingly suitable prompt tokens for the
PLM, which in turn uses these prompts to more effectively
adapt to downstream tasks.This synergy, amplified by the al-
ternate training approach, significantly enhances the overall
performance.

3.4 Model Training
CEKFNN undergoes supervised training using the avail-
able labeled data yt|t∈{1,2,...,T}. We employ an integrated
model to generate both the estimate ŷt|t∈{1,2,...,T} and
ut|t∈{0,1,...,T}, allowing us to train CEKFNN end-to-end. In
other words, we calculate the loss function L based on the
discrete set Y , in which ŷt takes values. The joint distribu-
tion of the hidden states and the observed labels for a single
sequence, denoted as p(u⟨0:T ⟩, y⟨1:T ⟩|θ), can be expressed as
a factorized form:

p(u⟨0:T ⟩, y⟨1:T ⟩) = p(u0)p(y⟨1:T ⟩|u⟨1:T ⟩)

= p(u0)

T∏
t=1

p(ut|ut−1, et)

T∏
t=1

p(yt|ut−1, et)
(4)

where θ represents all the trainable parameters. The Extended
Kalman Filter is typically trained with both predictions and
update phases.

The first step predicts the current a-priori statistic based on
the previous a posteriori estimates. Specifically, we compute
ut|t∈{0,1,...,T} and ŷt|t∈{1,2,...,T} using the transition func-
tion f(·) and the emission function h(·) as shown in Equa-
tions (1) and (2). During the first time step, we determine u1

through the expression u1 = f(u0, e1), with u0 being derived
from an initial function constructed using [Liu et al., 2023b].

In the update step, utilizing the downstream loss func-
tion L, we can differentially enhance the continuous prompt
tokens ut (where 0 ≤ t ≤ T ) by adjusting the trainable pa-
rameters of the entire model M as follows:

θ̂ = argmin
θ̂

L(M(x⟨1:T ⟩, y⟨1:T ⟩)) (5)

Note that when updating parameters in PLM, the presence
of large number of parameters leads to a significant training
overhead. In order to tackle this challenge, we employ the
adapter method, which involves introducing a small number
of parameters into the PLM while keeping all other PLM pa-
rameters frozen. In this study, we utilize the Lora adapter
method [Hu et al., 2022] to simulate the PLM updates.

The key insight is that the entire process of CEKFNN can
be viewed as Extended Kalman Filter (EKF). Consequently,
we must determine the appropriate initial probability distri-
bution for the hidden state, the transition function, and the
emission function, employing an alternate training strategy.

4 Experiments
We evaluate the downstream task performance of CEKFNN
first on BERT [Devlin et al., 2019] and GPT-2 [Radford et
al., ], before scaling up to T5-3B [Raffel et al., 2020]. To val-
idate the effectiveness of our approach, we select three main-
stream language model architectures: BERT, a encoder-based
model; GPT-2, a decoder-based model; and T5, an encoder-
decoder based model. Our experiments cover a wide range
of tasks, including those with single-sentence inputs, seman-
tic similarity detection, question answering, and natural lan-
guage inference. These tasks are part of the GLUE [Wang
et al., 2019b] and SuperGLUE [Wang et al., 2019a] bench-
marks. Specifically, we evaluate BERT and GPT-2 on the
GLUE benchmark, following their setup, and conduct large-
scale experiments on T5 using the SuperGLUE benchmark.
All experiments are performed with NVIDIA A100s.

4.1 Datasets
To evaluate CEKFNN, we perform experiments on a total 15
natural language understanding tasks. These tasks cover a
wide spectrum of challenges and can be categorized as fol-
lows: single-sentence inputs, including Corpus of Linguistic
Acceptability (CoLA; [Warstadt et al., 2019]), Stanford Sen-
timent Treebank (SST-2; [Socher et al., 2013]), and Wino-
grad Schema Challenge (WSC; [Levesque et al., 2012a]);
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Model & Method # Trainable GLUE
Parameters WNLI RTE CoLA MRPC STS-B SST-2 QNLI QQP MNLI-m/-mm AX-m/-mm

GPT-2 M (FT) 355M 56.5 66.6 50.1 81.0 83.6 94.0 89.9 89.7 84.7/85.0 75.8/79.0
GPT-2 M (P-Tuning) 21.1M 63.9 51.1 24.8 51.0 46.8 77.9 80.3 77.2 63.4/56.1 51.8/53.2
GPT-2 M (LoRA) 1.6M 52.9 52.8 44.5 72.5 80.1 92.1 88.2 85.9 80.8/81.3 69.9/70.8
GPT-2 M (AdaLoRA) 1.2M 57.6 56.5 39.0 71.2 77.7 93.8 89.6 86.7 80.9/81.8 70.1/71.8
GPT-2 M (CEKFNN) 22.6M 70.8 58.4 51.2 81.9 83.1 94.1 90.5 87.6 83.8/84.2 74.4/74.9

SuperGLUE
BoolQ CB COPA WiC WSC

GPT-2 M (FT) 355M 64.3 65.6 54.5 66.6 61.6
GPT-2 M (P-Tuning) 21.1M 62.4 67.1 48.4 56.4 58.5
GPT-2 M (LoRA) 1.6M 69.4 45.3 52.3 65.0 57.0
GPT-2 M (AdaLoRA) 1.2M 64.2 68.8 60.1 64.2 59.4
GPT-2 M (CEKFNN) 22.6M 70.0 69.3 62.5 66.9 61.8
GPT-2 L (FT) 774M 67.5 89.6 53.9 69.6 60.2
GPT-2 L (P-Tuning) 32.8M 63.9 72.4 59.4 57.9 62.5
GPT-2 L (LoRA) 3.0M 68.5 67.7 53.1 67.7 62.5
GPT-2 L (AdaLoRA) 2.2M 65.5 65.6 51.8 60.8 61.6
GPT-2 L (CEKFNN) 35.8M 72.3 86.5 62.5 69.1 64.1

Table 2: GPT-2 medium (M) and GPT-2 large (L) with different methods on the GLUE and SuperGLUE benchmarks. We report the
overall(matched and mismatched) accuracy for MNLI and AX, matthew’s correlation for CoLA, Pearson correlation for STS-B, and accuracy
for other tasks. For all metrics, higher is better. CEKFNN outperforms several baselines.

four tasks involve detecting semantic similarity, such as Mi-
crosoft Research Paraphrase Corpus (MRPC; [Dolan and
Brockett, 2005];), Quora Question Pairs (QQP; [Alishahi et
al., 2019]), Semantic Textual Similarity Benchmark (STS-
B; [Cer et al., 2017]), and Word-in-Context (WiC; [Pile-
hvar and Camacho-Collados, 2019]); one question-answering
task, Boolean Question (BoolQ; [Clark et al., 2019a]); and
five tasks structured as natural language inference problems,
including Multi-Genre NLI corpus (MNLI; [Williams et al.,
2018]), Recognizing Textual Entailment (RTE; [Bentivogli
et al., 2009]), SQuAD [Rajpurkar et al., 2016], Winograd
Schema Challenge (WNLI; [Levesque et al., 2012b]), and
Choice of Plausible Alternatives (COPA; [Roemmele et al.,
2011]). The individual datasets are released under different
permissive licenses.

4.2 Baselines
To facilitate a broad comparison with other baseline methods,
we seek to replicate the setups employed by prior research
whenever feasible.

Fine-Tuning (FT) is common approach for adaptation.
During fine-tuning, the model is initialized to the pre-trained
weights and biases, and all pre-trained model parameters un-
dergo gradient updates. A simplified variant involves updat-
ing only specific layers while keeping others frozen.

P-Tuning [Liu et al., 2023b] involves inserting special to-
kens among the input tokens. These special tokens have
trainable word embeddings and generally do not exist in the
model’s vocabulary. The placement of these tokens can sig-
nificantly impact performance.

LoRA introduces trainable pairs of rank decomposition
matrices in parallel to the existing weight matrices. One
of the most popular adapter approaches is low-rank adap-
tation (LoRA), which leverages the insight of decomposing
the adapter weights into the product of two low-rank matri-
ces. LoRA has claimed comparable performance to full fine-

tuning while utilizing significantly fewer trainable parame-
ters.

AdaLoRA [Zhang et al., 2023] parametrizes the incremen-
tal updates of weight matrices using singular value decompo-
sition and dynamically allocates the parameter budget among
incremental matrices based on a novel importance metric.
AdaLoRA has claimed to achieve performance on par with
or surpassing LoRA while employing fewer trainable param-
eters.

4.3 Evaluation across Models
BERT Base/Large. While BERT [Devlin et al., 2019] has
been surpassed by much larger models on NLP leaderboards,
such as the GLUE benchmark, in recent years, it remains a
competitive and popular pre-trained model among practition-
ers due to its manageable size. We utilize the pre-trained
BERT base (110M) and BERT large (340M) models from
the HuggingFace Transformers library [Wolf et al., 2020]
to evaluate their performance using various efficient learning
approaches on tasks from both the GLUE and SuperGLUE
benchmarks. We also replicate the experimental setups of
[Devlin et al., 2019], [Liu et al., 2023b], [Hu et al., 2022],
and [Zhang et al., 2023]. A consistent batch size is main-
tained across all tasks, and a sequence length of 512 is em-
ployed to align with the baselines. The results can be found in
Table 1. For detailed information regarding the hyperparam-
eters used, please refer to Section A.1 in the supplementray
materials.

GPT-2 Medium/Large. We obtain the pre-trained GPT-2
[Radford et al., ] medium (355M) and GPT-2 large (774M)
models from the HuggingFace Transformers library and eval-
uated their performance using various efficient learning ap-
proaches on tasks from the GLUE and SuperGLUE bench-
marks. Additionally, we replicate the experimental setups of
[Radford et al., ], [Liu et al., 2023b], [Hu et al., 2022], and
[Zhang et al., 2023]. We maintain a consistent batch size for
all tasks and utilize a sequence length of 512 to align with the
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Model & Method # Trainable Parameters SuperGLUE
BoolQ CB COPA WiC WSC RTE

T5 (FT) 3B 88.2 89.3 53.8 71.4 63.5 88.6
T5 (P-Tuning) 21.1M 62.2 50.0 54.5 52.8 58.6 54.8
T5 (LoRA) 11.8M 83.9 65.6 57.0 61.6 58.6 60.6
T5 (AdaLoRA) 8.9M 85.5 60.9 58.0 66.5 58.6 68.6
T5 (CEKFNN) 32.8M 87.4 71.9 60.9 69.9 60.9 69.0

Table 3: T5-3b with different methods on the SuperGLUE benchmarks.

Method # Trainable Parameters RTE CoLA STS-B
PA 22.6M 53.4 1.1 12.4
CEKFNN 22.6M 58.4 51.2 83.1

Table 4: CEKFNN and PA methods on the three different NLP tasks
for evaluation. We report the Matthew’s correlation for CoLA, Pear-
son correlation for SST-B, and accuracy for RTE.

baselines. The results are presented in Table 2. For detailed
information regarding the hyperparameters used, please refer
to Section A.2 in the supplementray materials.

Scaling up to T5-3B. As a final stress test for CEKFNN,
we scale up to T5 [Raffel et al., 2020], an encoder-decoder
based model with 3 billion parameters. Due to the high train-
ing cost, we only report partial tasks in SuperGLUE. We
utilize the pre-trained T5-3B model from the HuggingFace
Transformers library and replicated the setups from [Raffel et
al., 2020], [Liu et al., 2023b], [Hu et al., 2022], and [Zhang
et al., 2023]. We maintain a consistent batch size across all
tasks and use a sequence length of 512 to match the base-
lines. The results are presented in Table 3. For further details
on the hyperparameters used, please refer to Section A.3 in
the supplementray materials.

5 Understanding the CEKFNN

CEKFNN achieves either the best or second-best perfor-
mance in all experiments, thereby substantiating the efficacy
of conceptualizing prompt learning through the lens of a Con-
ditional Extended Kalman Filter. Considering the empirical
advantage and theoretical analysis of CEKFNN, we aim to
further elucidate the properties of CEKFNN when applied
to downstream tasks. In this section, our focus is primarily
on the widely used GPT-2 medium model, where we have
achieved a reduction in trainable parameters while maintain-
ing superior performance compared to some state-of-the-art
(SOTA) methods.

We conduct a series of empirical studies to address the fol-
lowing questions: 1) Is the alternative learning method pro-
posed in CEKFNN truly necessary when we have the same
number of CEKFNN trainable parameters? 2) How does
CEKFNN perform with various adapters?

We believe that our answers to these questions will provide
valuable insights into the fundamental principles of using pre-
trained language models for downstream tasks, a critical topic
in the field of natural language processing (NLP).

Method # Trainable Parameters CB COPA WSC
LoRA 1.6M 45.3 52.3 57.0
AdaLoRA 1.2M 68.8 60.1 59.4
CEKFNN 22.6M 69.3 62.5 61.8
CEKFNN (AdaLoRA) 22.2M 98.4 68.0 61.7

Table 5: GPT-2 M with CEKFNN uses different adapters on the
three tasks. we report accuracy for all tasks.

5.1 Is the Alternate Learning Procedure
Necessary?

To address this question, we compare the performance of
CEKFNN with that of PA, which updates all trainable pa-
rameters of the models in each loop. We select three differ-
ent NLP tasks: Single-Sentence Task (CoLA), Similarity and
Paraphrase Task (STS-B), and Inference Task (RTE) for eval-
uation. The results are presented in Table 4. Based on these
results, we can observe a significant decline in performance
without the alternate learning strategy. This further illustrates
the necessity of the CEKFNN method.

5.2 How Does CEKFNN Fare With Various
Adapters?

To address this question, we implement CEKFNN using the
AdaLoRA adapter and select several tasks where AdaLoRA
outperforms Lora. We evaluat the effectiveness of CEKFNN
on these tasks, and the results are presented in Table 5.
Based on the results, it is evident that CEKFNN (AdaLoRA)
achieves better results than AdaLoRA and outperforms most
performances compared to CEKFNN with the Lora adapter.
These results further demonstrate the generality and effective-
ness of the CEKFNN framework.

6 Conclusions
In this work, we study how to improve the accuracy of prompt
learning by generating high-quality prompt tokens. To this
end, we propose the CEKFNN framework, which models the
prompt learning with Extended Kalman Filter to integrate tra-
ditional prompt learning methods and adapter methods. The
CEKFNN framework enables the generation of time-variant
prompt tokens and the updating of the initial, transition, and
emission functions with only a small set of trainable pa-
rameters. We conduct extensive experiments with diversi-
fied model families (BERT, GPT-2, and T5) and model sizes
(117M-3B). It shows that the CEKFNN framework achieves
comparable or superior performance in comparison to com-
prehensive fine-tuning methods. In future, we will study how
to extend the applications of the CEKFNN framework from
NLP tasks to other tasks, such as computer vision and signal
processing.
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