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Abstract

In this paper, we face the challenge of online learn-
ing in adversarial Markov decision processes with
off-policy feedback. In this setting, the learner
chooses a policy, but, differently from the tra-
ditional on-policy setting, the environment is ex-
plored by means of a different, fixed, and possi-
bly unknown policy (named colleague’s policy).
The off-policy feedback presents an additional is-
sue that is not present in traditional settings: the
learner is charged with the regret of its chosen
policy but it observes only the rewards gained by
the colleague’s policy. First, we present a lower-
bound for the setting we propose, which shows that
the optimal dependency of the sublinear regret is
w.r.t. the dissimilarity between the optimal policy
in hindsight and the colleague’s policy. Then, we
propose novel algorithms that, by employing pes-
simistic estimators—commonly adopted in the off-
line reinforcement learning literature—ensure sub-
linear regret bounds depending on the desired dis-
similarity, even when the colleague’s policy is un-
known.

1 Introduction

Reinforcement learning (RL) has emerged as a powerful
paradigm for training intelligent agents to make optimal de-
cisions in complex and uncertain environments [Sutton and
Barto, 2018]. Within RL research, there has been a growing
interest in online learning applied to adversarial Markov De-
cision Processes [Even-Dar et al., 2009; Neu et al., 2014].
This framework relaxes traditional stochastic and station-
ary assumptions to represent dynamic environments and ad-
dress real-world decision-making scenarios that are con-
stantly changing, misspecified, or corrupted. This is achieved
by introducing an adversary that chooses the reward in a po-
tentially arbitrary way, while the transitions are still stochas-
tic.

One of the primary challenges in online RL lies in bal-
ancing exploration and exploitation [Sutton and Barto, 2018].
Agents must explore the environment to discover new infor-
mation and learn from it, while also exploiting the knowl-
edge they have already acquired to make optimal decisions.

Finding the right balance is crucial to ensure that the agent
neither becomes overly conservative and fails to explore po-
tentially rewarding options, nor fails to exploit actions it con-
fidently knows to be good. To tackle this challenge, both in
the stochastic and adversarial MDP setting, a large variety
of algorithms have been developed leveraging several tech-
niques, often inspired by the bandit literature [Lattimore and
Szepesviri, 2020]. To effectively navigate the exploration-
exploitation trade-off, the great majority of algorithms rely
on the principle of optimism in the face of uncertainty. Some
examples are Upper Confidence Bound (UCB) algorithms for
the stochastic-reward setting [Jaksch er al., 2010; Azar et al.,
2017] and optimistic versions of mirror descent for the adver-
sarial case [Jin ef al., 2020]. All these approaches consider
on-policy feedback, meaning that the learner observes the tra-
jectory and loss (or reward) generated by playing their own
currently selected policy.

In this work, we consider a different form of feedback, that
is off-policy feedback. In such a setting, the learner observes
the trajectory and losses (or rewards) generated by playing a
different policy, known in the literature as behavior policy.
We can think of the latter as being played by another agent
that plays in parallel to our learning agent in the same envi-
ronment, or against the same adversary. We will refer to this
extra agent as the colleague. The behavior policy is fixed dur-
ing the learning process and can be either known or unknown
to the learner. In this setting, the learner faces a different chal-
lenge compared to the exploration-exploitation trade-off that
characterizes the more common on-policy setting. Indeed,
since the environment is explored by the fixed colleague’s
policy, the learner has no control over exploration. Hence,
it should exploit available information as much as possible.
At the same time, the learner should avoid over-exploitation
of promising but under-explored decisions, that might lead to
risky or uncertain regions of the environment. Contrary to the
on-policy setting, samples from these uncertain regions might
never be collected by the colleague’s policy. Intuitively, in
such a scenario, optimistic approaches should be avoided, as
they would precisely encourage exploration of the most un-
certain regions of the environment, taking great risk without
gaining any information in return.

Off-policy feedback has been widely investigated in the RL
literature for the case of stochastic rewards, particularly in
the setting of offline RL [Levine et al., 2020]. In this setting,
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the learning agent has no direct access to the environment,
only to a dataset of past interactions produced by an expert or
by previous versions of the decision system itself, or a com-
bination of different sources. For simplicity, it is common
to consider the dataset as generated by a single, fixed be-
havior policy, corresponding to the notion of colleague con-
sidered here. Although classic offline RL algorithms like
FQI [Ernst et al., 2005] are essentially pure exploitation, they
are only guaranteed to efficiently find a near-optimal pol-
icy under strong assumptions on the behavior policy [Munos
and Szepesvari, 2008]. More recent algorithms are based on
the principle of pessimism in the face of uncertainty, mir-
roring the on-policy principle in reverse. Intuitively, em-
ploying a pessimistic estimator keeps the agent away from
regions that are too uncertain. Indeed, several pessimistic
algorithms [Xiao et al., 2021; Rashidinejad et al., 2022;
Jin et al., 2021; Zanette et al., 2021; Uehara and Sun, 2022;
Cheng et al., 2022] have been proven to be efficient under sig-
nificantly weaker assumptions on the behavior policy. How-
ever, the difficulty in establishing a meaningful notion of op-
timality for this setting [Xiao er al., 2021] leaves the debate
open on whether or not pessimism is the ultimate approach to
offline RL.

Much less has been said on off-policy feedback in the ad-
versarial setting, which is naturally online (in an offline sce-
nario, one cannot expect the adversary to behave the same at
training and evaluation time). In fact, off-policy learning with
adversarial rewards has been first considered by [Gabbianelli
et al., 2023] for multi-armed-bandit (i.e., without states), and
for linear contextual bandits with i.i.d. contexts (i.e., without
dynamics). Their main motivation was theoretical: to study
off-policy learning in a setting where the uncertainty due to
the partial feedback is clearly decoupled from the inherent un-
certainty of the environment, which takes the form of an arbi-
trary adversary. They showed how, in this setting, pessimism
is crucial to achieving comparator-dependent regret bounds
that scale with a notion of dissimilarity between the behavior
policy and the comparator. However, they also hinted to po-
tential real-world applications. Elaborating on their example,
let us consider the context of big-tech companies, which con-
sist of multiple, largely autonomous departments. Frequently,
multiple departments are responsible for similar tasks, such as
sales or procurement. In many cases, these departments make
decisions autonomously while observing feedback related to
larger, similar departments or, in some cases, feedback related
to the broader macro-area they are assigned to. In such a sce-
nario, the design of online algorithms able to achieve good
learning performances while relying on parallel feedback is
of paramount importance. As another example, imagine an
online service where financial reward does not come immedi-
ately, but after a long time by building fidelity. The users are
not providing immediate “satisfaction” feedback either, but
they (or the users who belong to the same user base) are giv-
ing such feedback to a more established competitor through
online reviews. In this case, the “colleague” is the competi-
tor, the adversary is the user base, the colleague’s policy is
unknown, and, in the short run, the only observation is the
feedback given to the colleague. Intuitively, it is still possible
to improve your actions by observing the competitor. Doing
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so online, rather than by analyzing historical data, allows to
quickly adapt to nonstationary phenomena like boredom and
hype, and to the changing taste of the user base.

Given the theoretical appeal and the potential applications
of off-policy adversarial learning, we believe it is of great in-
terest to consider it in the context of dynamical systems. As
a natural intermediate step between bandits and the full RL
problem, we consider here MDPs with adversarial rewards,
known stochastic transitions, and a potentially unknown be-
havior policy.

1.1 Related Works

In the following, we present the most relevant works from the
literature, dividing the discussion into offline RL, online RL,
and off-policy feedback in online learning scenarios.
Off-Policy Reinforcement Learning. Off-policy feedback
has been largely studied in the offline, or “batch™ RL liter-
ature [Lagoudakis and Parr, 2003; Emnst et al., 2005]. In
such a setting, the learner cannot interact with the environ-
ment and has instead only access to a fixed dataset collected
by a behavior policy [Levine et al., 2020]. Recently, the pes-
simistic approach has gathered a lot of interest in this area,
especially on the theoretical side (e.g., [Xiao et al., 2021;
Rashidinejad ef al., 2022; Jin et al., 2021; Zanette et al., 2021;
Uehara and Sun, 2022; Cheng et al., 2022]). Precisely, pes-
simistic offline RL methods avoid the strong requirement
of the behavior policy covering the whole space of reach-
able states and actions, which is often unfeasible in prac-
tice, and only require coverage of optimal decisions. This
leads to regret bounds which depend on the partial cover-
age with respect to the optimal (or a different comparator)
policy [Rashidinejad er al., 2022], rather than the uniform
coverage over policy space that is required, for instance, by
FQI [Munos and Szepesviri, 2008]. The minimax sample
complexity rate for this problem is O(e~?2), corresponding to

O(\/T ) regret. However, the meaningfulness of minimax op-
timality in this setting is debated, since greedy and even opti-
mistic algorithms, besides pessimistic ones, have been shown
to attain it. At the same time, instance-dependent optimality
as defined in the online setting is not attainable in the offline
setting. See [Xiao er al., 2021] for an extensive discussion.
The same authors have proposed a “weighted” notion of min-
imax optimality that justifies the use of pessimism. However,
comparator-dependent or “partial coverage” bounds remain
the main theoretical appeal of pessimistic algorithms.

Online Learning in MDPs. The body of research focusing
on online learning problems [Cesa-Bianchi and Lugosi, 2006;
Hazan, 2016] in MDPs is extensive, as investigated in sev-
eral notable works [Auer et al., 2008; Even-Dar et al., 2009;
Neu et al., 2014]. [Azar et al., 2017] study the challenge of
optimal exploration in episodic MDPs where transitions are
unknown and losses are stochastic, and only bandit (partial,
on-policy) feedback is available. Their algorithm matches
the Q(+/L|X||A|T) lower bound for this setting [Jaksch er
al., 2010], where T represents the number of episodes, L the
episode length, | X| the number of states, and |A| the num-
ber of actions. Instead, [Rosenberg and Mansour, 2019a]
consider the online learning problem in episodic MDPs with
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adversarial losses and unknown transitions, but with full-
information feedback. They propose an online-learning
algorithm with a regret upper bound of O(L|X|\/|A|T).
The same scenario is explored by [Rosenberg and Mansour,
2019b], albeit with the more challenging bandit feedback,
leading to a @(T 3/ 4) regret upper bound, which was sub-
sequently improved to O(L| X |\/|A|T) by [Jin et al., 2020].

Matching the Q(L+/|X||A|T") lower bound for this setting is
still an open problem. The most similar setting to the one con-
sidered in this paper is the one from [Zimin and Neu, 2013]:
adversarial losses, known transitions and (on-policy) bandit
feedback. Their algorithm matches a Q(\/L| X || A|T) lower
bound up to logarithmic factors.

Online Learning with Off-Policy Feedback. Off-policy set-
tings are quite novel in the online (adversarial) learning liter-
ature. To the best of our knowledge, the main existing con-
tribution is by [Gabbianelli et al., 20231, who investigate the
setting where the learner observes the rewards sampled fol-
lowing a behavior policy in multi-armed bandit and linear
contextual bandit problems. Off-policy feedback in adver-
sarial MDPs is uncharted territory.

1.2 Original Contributions

In this paper, we investigate the problem of online learning
with off-policy feedback in adversarial Markov decision pro-
cesses with known transitions. Precisely, we consider the
case of episodic MDPs, where, at each episode ¢ € [T] =
{1,...,T7}, the agent plays a policy m; over the horizon L
and then observes the feedback generated by a colleague’s
policy m¢. First, we present a minimax regret lower bound
that depends on a dissimilarity measure between the (occu-
pancy measure of the) best policy in hindsight 7* and the
policy 7¢ of the colleague. We propose two pessimistic al-
gorithms, called P-REPS and P-REPS+. P-REPS works in
the setting where the colleague’s policy is known. By em-
ploying a pessimistically biased estimator, P-REPS guaran-
tees sublinear regret with a high probability that depends on
the dissimilarity between 7* and w¢. In terms of expected
regret, P-REPS matches the lower bound. Finally, we show
that P-REPS+ achieves similar regret guarantees compared
to P-REPS, even when the colleague’s policy is unknown.
Our work answers positively to the question raised by [Gab-
bianelli et al., 2023], whether it is possible to optimally learn
in an adversarial off-policy setting when the environment is a
Markov decision process.

1.3 Paper Structure
The paper is structured as follows.

* In Section 2, we provide the problem formulation with
the necessary notation. Precisely, we focus on the
learner-environment interaction and on the performance
measures used to evaluate the proposed algorithms.

* In Section 3, we provide a lower-bound for the proposed
setting. Specifically, we show that any algorithm must
suffer a regret which depends on the dissimilarity be-
tween the optimal occupancy and the one of the col-
league.
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* In Section 4, we present the algorithms tailored for the
off-policy feedback and we prove their theoretical guar-
antees.

In Section 4.1, we focus on the scenarios where the col-
league’s policy is known. In such a setting, we pro-
pose P-REPS (Algorithm 2) and we show that it achieves
sublinear regret with high probability. Furthermore, we
show that P-REPS matches the lower bound presented
in Section 3 in terms of cumulative expected regret.

In Section 4.2, we focus on the scenarios where the col-
league’s policy is not known to the learner. In such a
case, we propose P-REPS+ (Algorithm 3) which attains
similar guarantees w.r.t to P-REPS in terms of regret up-
per bound.

* In Section 5, we summarize our findings and discuss
some possible future works.

2 Problem Formulation

In the following section, we present a comprehensive
overview of the problem formulation, the underlying assump-
tions, and the performance measures employed in this work.

2.1 Adversarial Markov Decision Processes

An adversarial episodic loop-free Markov decision process
(MDP) is a 4-tuple M = (X, A, P, {r;}1_,) where:

* X and A are the finite set of states and actions, re-
spectively. By the loop-free property, X is partitioned
into L + 1 layers Xy,..., X such that the first and
the last layers are singletons, that is, Xo = {zo} and
Xy ={zL};

* T is the number of episodes, with ¢ € [T indexing a
specific episode;

* P: XxAxX — [0,1] is the transition function, where
we denote by P(z’|x, a) the probability of moving from
state v € X to 2’ € X by taking action a € A. By the
loop-free property, it holds that P(2'|z,a) > 0 only if
' € Xiy1and x € X, forsome k € {0,...,L—1};

o {ry}L is the sequence of rewards for each episode t €
[T], and we assume 7; € [0,1]/X*4l. We refer to the
reward of a specific state-action pair (z,a) € X x A fora
specific episode t € [T] as r(x, a). Rewards are chosen
by an adversary, that is, no statistical assumptions are
made.

Notice that any episodic MDP with horizon L that is not
loop-free can be cast into a loop-free MDP by suitably repli-
cating the state space L times, i.e., a state x is mapped to a
set of new states (z, k), where k € {0,..., L}. The learner
chooses a policy  : X x A — [0, 1] at each episode, defining
a probability distribution over actions at each state. For ease
of notation, we denote by 7 (-|x) the action probability distri-
bution for a state z € X, with 7w(a|x) denoting the probability
of selecting action a € A in state z € X.

We study an off-policy online setting, following [Gab-
bianelli er al., 2023]. In this setting, there is an external fixed
policy m¢ which is played in parallel to the learner. The feed-
back received by the learner at the end of each episode is the
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Algorithm 1 Learner-Environment Interaction

1: fort € [T] do

2:  The environment chooses 7, adversarially

3:  The learner chooses a policy 7; : X x A — [0, 1]

4 The state is initialized as x( for both the agent and the
colleague

5. forke{0,...,L—1}do

6: The colleague plays aj, ~ ¢ (+|x},)

7: The learner plays ay, ~ m¢(-|xg)

8: The environment evolves to x| ; ~ P(-|z},,aj,) for
the colleague and to xy11 ~ P(:|zk,ay) for the
learner

9:  end for

10:  The learner  observes  {v,,a}}r—,  and
{re(z}., a},) }1Z, butit gains {r(zy, ax)}r- 1
11: end for

one pertaining to m¢. Algorithm 1 describes the interaction
between the learner and environment in an off-policy adver-
sarial MDP.

2.2 Occupancy Measures

We introduce the notion of occupancy measure [Zimin and
Neu, 2013]. Given a transition function P and a policy , the
occupancy measure ¢©™ € [0, 1]X*4l induced by P and 7 is

such that, for every x € Xy, a € A, withk € {0,...,L—1},
"™ (x,a) = Plzy, = 2, a = a|P, 7], (1)
"= 3 ¢ (wa)
a€A

It is straightforward to see that the occupancy measure ¢©™
of any policy 7 satisfies

Y > d T (@a) =1, ©)
rz€X a€A

for each state-action pair (x,a) € X}, x A and for each layer

ke {1,...,L}. Inaddition, we have
Z "™ (x,a) = Z Z (z)2’,a g™ (2!, d'),
acA ' €Xp(x)—10a 'eA

3

where k(z) is the layer of state z (i.e., z € Xj). We denote
by A(P) the space of valid occupancy measures induced by
transition function P for any policy 7, that are those satisfy-
ing Equation (2) and Equation (3). Note that any valid occu-
pancy measure g induces a policy 79 defined as

m(a|x) = a(w, a)

q(x) ’

such that ¢ = ¢.

2.3 Cumulative Regret

We introduce the notion of cumulative regret over 7" rounds.
We formally define the cumulative regret with respect to the
optimal policy in hindsight 7* (and the associated occupancy
¢P™") as follows.
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Definition 2.1 (Cumulative Regret). Given a set of policies
{7 }L_| specifying the learner’s strategy at each round, we
define the cumulative regret over I’ rounds as follows:

Z re, g (4)

t=1

T

Rr({m}i_y) = glAa(Plg T‘f,

Furthermore, we define the expected cumulative regret as
E [Rr({m:}{_,)]. where the expectation is taken over the
randomness of the environment. In traditional online learn-
ing settings, an algorithm presents good performance when
its regret is sublinear in T, namely Ry ({m;}7_;) = o(T). In
our setting, this property is not sufficient. Indeed, the regret
necessarily depends on some dissimilarity measure between
the optimal policy 7* and the colleague’s one 7¢, and the
larger the dissimilarity measure, the larger the regret (a formal
definition of dissimilarity measure is provided in the follow-
ing sections). To achieve good performance, we need such
a dissimilarity to be constant independently of the learning
dynamics, thus only depending on 7* and 7¢. For the sake
of notation, we will refer to ¢”>™ using ¢, thus omitting the
dependency on P and 7, to ¢ using ¢*, and to ¢" us-
ing ¢™¢. Furthermore, from here on, we omit the dependence
on the policies selected by the learner {m;}7_; in the formu-
lation of the cumulative regret, referring to Ry ({m;}7_;) as
R7 whenever it is clear from the context.

3 Lower Bound

As a first step, we introduce a negative result for online off-
policy settings. Such a negative result rules out the possibility
for any algorithm to suffer a regret bound independent of the
dissimilarity measure between the optimal occupancy and the
colleague’s one. Formally, the following holds.

Theorem 3.1. For any policies selected by the learner
{m YL, and any colleague’s policy wc, there exists an in-
stance such that, for some absolute constant C' > 0:

q*(z,a)
qmc(z,a)’

E[Rr]>C |T Y

(z,a)eX xA

where q* is the occupancy measure of the best policy in hind-
sight, i.e., T € arg max, ZtT:1<rt, qom).

The negative result presented in Theorem 3.1 captures the
intuition that, when the optimal occupancy is not well covered
by the colleague’s one, any algorithm may suffer arbitrarily
large regret. To prove Theorem 3.1, we consider two stochas-
tic bandit instances, each with two available arms. In the two
instances, the first arms have the same distribution, while the
distributions of the second arms are slightly different. Thus,
if the colleague’s policy provides few samples from the sec-
ond arm to the learner, it would fail to distinguish efficiently
between the two.

In the following, we denote the dissimilarity between the
optimal occupancy ¢* with respect to the colleague’s occu-
pancy q7¢ as coverage ratio and we formally define it as fol-
lows:
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* . q* (Za (l)
D (r*,m¢) = Z el a)
(z,a)EX XA
Consequently, from now on, we aim at designing no-regret
algorithms whose regret bound scales with such a parame-
ter D (7", ). As a final remark, we observe that the result
presented in Theorem 3.1 is in line with the one achieved in
offline off-policy settings. Specifically, [Rashidinejad et al.,
2022] show that no algorithm can achieve an expected sub-
optimality gap independent of the coverage ratio between the
optimal occupancy measure and the behavior one.

4 Algorithms

Online learning algorithms are generally developed in or-
der to properly manage the exploration-exploitation trade-off.
This is necessary in order to deal with the partial observ-
ability of the environment, namely, to reduce the uncertainty
about the environment while keeping the regret small. Nev-
ertheless, when the feedback is off-policy, the learner does
not gain knowledge choosing explorative policies, thus, em-
ploying exploration techniques may be counterproductive. In
the appendix (see App. B), we study the regret of UOB-
REPS [Jin et al., 2020] with known transitions (assuming the
knowledge of the transitions, the algorithm almost reduces
to [Zimin and Neu, 2013]) in the off-policy setting. To the
best of our knowledge, UOB-REPS is considered the state-
of-the-art (optimistic) algorithm to solve adversarial MDPs.
Following the standard regret analysis, UOB-REPS achieves
sublinear regret which scales with the suboptimal constant:

qi(x,a)

su —_—
" qm(z,a)

te[T] (z,a)eX xA

The latter result is coherent with [Gabbianelli ez al., 2023],
where a similar result holds employing a non-pessimistic al-
gorithm such as EXP3. Although this result cannot rule out
the employment of optimism in off-policy settings, we take it
as an indication to focus on pessimism instead.

4.1 Pessimistic Algorithm with Known Policy

As previously observed, optimistic algorithms are designed
to steer the learning dynamics towards less explored state-
action pairs. However, when the feedback is related to an
independent policy, exploring may be useless, as the learner
does not gain any knowledge about the rewards achieved at
each episode.

As a result, we employ pessimistic estimators of the re-
wards. Such estimators leverage the situations where the dis-
similarity between the optimal occupancy in hindsight and
the colleague’s one is small, and allow us to achieve the de-
sired dependence on the coverage ratio in the regret bound.

Algorithm. Algorithm 2 provides the pseudocode of our
Pessimistic Relative Entropy Search (P-REPS). More specifi-
cally, Algorithm 2 is a pessimistic variant of UOB-REPS [Jin
et al., 2020] with known transitions (Algorithm 4). In the fol-
lowing, we describe the algorithm and remark the main dif-
ferences compared to the original, optimistic version by [Jin
et al.,2020].
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The policy is initially set to be uniform over the action
space for each state and the occupancy ¢”* is the one induced
by 71 (Line 1). We remark that, in the case of off-policy feed-
back, during each episode t € [T], we only receive the re-
wards and observe the trajectory of the colleague’s policy m¢
(Line 3), while our own policy is executed. Once the rewards
are gathered, the algorithm builds a pessimistic estimator as
follows:

ri(x,a)

T’t(l',(l) = q”c(ac,a) +7

W) =, ax2) = af,  (5)
for each (x,a) € X x A. In Equation (5), we add a constant
factor v > 0 in the denominator of the resulting biased esti-
mator. We remark that this choice leads to an underestimate
of the rewards (Line 5).

Differently from UOB-REPS, Algorithm 2 updates the
occupancy measure by employing a normalized version of
OMD (Line 7) as follows:

qe(z, a)en (#:a)

a 1\z,a) = =7 )0 (6)
" ( ) Zz’EXk(z)aa’EA qt(xl7 a/)enn(w ,a’)
qr+1 = arg min D(q[|ge+1), (7
qEA(P)

where D(:||-) is the KL-divergence. The peculiarity of this
update lies in its first unconstrained step. Specifically, the
standard unconstrained optimization update g, (x, a)e"t(#:%)
is normalized over the state-action space. This technical ad-
justment is necessary to partially bridge the gap between lazy
updates, as discussed by [Neu, 2015] and [Gabbianelli et al.,
2023], where the decision point is optimized independently
from the projection, and greedy updates, which are more
common in the online adversarial MDP literature. We remark
that the computational complexity of the projection step (see
Line 7) is the same as in UOB-REPS. In particular, the pro-
jection is still a convex optimization problem with linear con-
straints, which can be solved in polynomial time. Therefore,
the projection step in Algorithm 2 can be efficiently com-
puted.

Regret upper bound. P-REPS attains the following regret
upper bound when the feedback is off-policy.

Theorem 4.1. With probability at least 1 — 26, Algorithm 2
with n = 2~ attains the following regret bound:

_ Ln(X]4)

Rt +D(r*,7¢)

X < 2T In (|XLA|> +*yT> + Ly[2T In ((1$>7
which, setting
[ LIn(|X][|A])
= 2 = _—
n Y T
leads to,
Rr<O <LD (m*,7c) 4/ In <|XLA|> T) .
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Algorithm 2 Pessimistic Relative Entropy Policy Search (P-
REPS)

Require: state space X, action space A, transition function
P, episode number 7', colleague’s policy ¢
1: Forallk € {0,...,L — 1} and x € X}, initialize policy

1
m(alz) = Al
and initialize the occupancy q; = g™
2: fort € [T] do
3:  Execute policy 7 for L steps and obtain trajectory
based on m¢, namely (z, ay) for k € {0,...,L — 1}
and rewards r¢(z, ax)
4:  for (z,a) € X x Ado

ri(x,a)

r(x,a) = —F——F—
00 = o) 17

Hap) = 2, ap) = a}
6: end for
7. Update occupancy measure:

qt (x7 a)en?t (maa)
(1,/’ a/)en?t(x’,a’)

(ﬁ+1($7a) = Z

2’ €Xpy(a),a' €A ai
=arg min D(q||q;
Qi1 g min (allGr+1)

8:  Update policy m4q = wd9t+!
9: end for

Furthermore, by means of Theorem 4.1, we can bound the
expected cumulative regret as follows.
Corollary 4.1. Algorithm 2 with
TD (r*,7¢)

attains the following expected regret bound:

E[Rr] < O (VITD (x*, 7c) n (IX][A])) .

We observe that Algorithm 2 matches the lower bound
presented in Section 3 in terms of expected regret, confirm-
ing that employing pessimistic estimators is crucial when the
feedback is off-policy. This result is coherent with [Gab-
bianelli et al., 2023], where similar regret guarantees hold
in the multi-armed bandit settings. On the other hand, in the
high-probability version, the regret upper bound scales lin-
early with the coverage ratio D (7*, ¢ ), leaving open the
question of whether such a dependence is unavoidable when
considering the regret bound with high probability or if a
square-root dependence can be achieved with a better anal-
ysis. Notably, we remark that Theorem 4.1 still holds if the
comparator occupancy is not optimal in hindsight, but any
feasible occupancy measure. In such a case, the dissimilarity
D (n*,m¢) is between the comparator’s and the colleague’s
occupancy. The same reasoning will be valid for the theoret-
ical results of Section 4.2.
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4.2 Pessimistic Algorithm with Unknown Policy

We now investigate off-policy feedback in settings where the
colleague’s policy is not known, and we show that, with a
slight modification to Algorithm 2, we achieve similar regret
guarantees. To address the uncertainty arising from the un-
known policy of the colleague, we employ a time-varying
reward estimator. This allows us to introduce an additional
level of pessimism in the estimates compared to that used in
Algorithm 2. This extra pessimism helps us to deal with the
uncertainty introduced by the unknown policy and achieve
the desired regret guarantees.

Algorithm. Algorithm 3 provides the pseudocode of our
Pessimistic Relative Entropy Search with an unknown col-
league’s policy (P-REPS+). The initialization and the inter-
action with the environment strictly follow the one of Algo-
rithm 2 (Line 1-4), except that a counter for each state-action
pair (z, a) is initialized as N (z, a) = 0. Once the rewards are
collected, for each state-action pair (z, a) along the path tra-
versed by the colleague, the counters are updated accordingly
(Line 6). Then, the algorithm builds a pessimistic estimator
(Line 9) as:

ri(x,a)

T¢(r,a) = Hape) =2, a5 = a}, (8)

" (z,a) + 7
for every (z,a) € X x A, where ¢,"¢ (z,a) is the empiri-
cal mean of the occupancy measure for every state-action pair
(x,a). We observe that, in Algorithm 3, the pessimistic factor
v is time-dependent. This is because, when the colleague’s
policy is not known, the pessimistic factor +; should incor-
porate the uncertainty related to the empirical estimate of the
occupancy measure ¢," ©. Specifically, using Hoeffding’s in-
equality, it can be shown that, with a failure probability of
0t € [0, 1], it holds that:

In (2]X|A}/6¢)

4" (x,0) = ¢"(z,0)| < & = on G
for each (z,a) € X x A, with ¢t > 1. Thus, the time-
dependent pessimistic factor is set as v, = ¢; + v, where

the v is the same as in Algorithm 2. The intuition behind
this choice stems from the idea of introducing additional pes-
simism in the biased estimator. This is done to address the
uncertainty that arises from the estimation of the occupancy
measure g,"©. Finally, Algorithm 3 updates the occupancy
measure employing a normalized version of OMD as done in
Algorithm 2 (Line 11).

Regret upper bound. P-REPS+ attains the following re-
gret bound when the learner has off-policy feedback and the
colleague policy is not known.

Theorem 4.2. With probability at least 1 — 30, Algorithm 3

with

In (2| X1|A]/6:)
2t

and 0; = §/T attains the following regret bound:

Ry SM + Ly[2TIn <(15> + D (7", m¢)
n

=€ty =€+n/2= + /2
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X <4,/2T1n (;) +1In <2T)§HA|> \fTJrvT) .

In particular, setting

T b
we have:

Ry <O <LD (7*,7¢) In ('XQAU ﬁ) .

Theorem 4.2 shows that the dependency on the constant
factor D (7*, ¢ ) is still achievable when the colleague’s pol-
icy is not known beforehand, by paying an additional O(InT')
factor to deal with the uncertainty in the estimation of ¢”™°.
Finally, by means of Theorem 4.2 we can bound the expected
cumulative regret as follows.

Corollary 4.2. Algorithm 3 with

Lin(]X]]A])
T

attains the following expected regret bound:
E([Ry] < O (D (", 7c) n(|X||A]) VIT) .

The result presented in Corollary 4.2 is in line with the one
provided by [Gabbianelli ef al., 2023] when the colleague’s
policy is not known. Indeed, similarly to the multi-armed
bandit case, the expected regret bound has a linear depen-
dency on the dissimilarity D (7*, 7). We leave as an open

problem whether the optimal /D (7*, 7¢) dependency can
be achieved when the colleague’s policy is unknown.

5 Conclusions

In this paper, we answer several questions raised by [Gab-
bianelli et al., 2023]. We study the problem of online learn-
ing with off-policy feedback in adversarial Markov decision
processes. We first present a lower bound for the proposed
setting which shows that the optimal regret bound depends
on the coverage ratio between the optimal occupancy and
the colleague’s one. Then, we propose two pessimistic al-
gorithms. P-REPS works in the setting where the colleague’s
policy is known and achieves sublinear regret which depends
on the dissimilarity between the optimal occupancy measure
and the one of the colleague, while P-REPS+ guarantees sim-
ilar results when the colleague’s policy is unknown, employ-
ing an estimator with additional pessimistic bias.

Algorithm 3 Pessimistic Relative Entropy Policy Search with
unknown colleague policy (P-REPS+)

Require: state space X, action space A, transition function
P, number of episodes 7.
1: For all (x, a) initialize counters N (z,a) = 0, for all k €
{0,..., L — 1}, 2 € X, a € A, initialize policy

1
4]
and initialize the occupancy q; = g™

: fort € [T] do
3:  Set:

mi(alr) =

[\

In (2| X|A[T/9)
Y=y tea =7+ 5
t

4:  Execute policy m; for L steps and obtain the trajec-
tory generated by m¢, namely (x,ax) and rewards
ri(xg, ax) fork € {0,..., L — 1}

5. forke{0,...,L—1}do

6: Update counters:

N(mk,ak) — N(wk,ak) +1

7:  end for

8: for (z,a) € X x Ado
9:
N
37 (#,0) - 0
i) = e 8y )
Ti(x,0) = o 1{Tp(e) = T, Ap(z) = @
t ) a\tﬂc(x7a)+’)/t k(x) s Uk ()
10:  end for

11:  Update occupancy measure:
g (, a)e ™ (5

! ql T (x!,a’
'€ X (q),a’ EA Qt(fE @ )en o )

/qvt+1(m’ a) = Z

_ Dl
Qe = arg min (allge+1)

12:  Update policy my41 = w2+1
13: end for

Besides the potential online-learning applications dis-
cussed in Section 1, we believe that our extension of the off-
policy setting to MDPs is of particular interest for the offline
reinforcement learning community. In particular, our imple-
mentation of pessimism does not rely on explicit uncertainty
quantification, which may be useful for developing new algo-
rithms for offline RL.

As future work, we aim to extend our results to encom-
pass settings with unknown transition functions. Specifically,
we should investigate whether a pessimistic estimator is suf-
ficient to achieve comparator-dependent regret bounds or if
additional techniques for dealing with uncertain transitions
must be incorporated.
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