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Abstract
With the advancement of the internet, sarcastic sen-
timent expression on social media has grown in-
creasingly diverse. Consequently, multimodal sar-
casm detection has emerged as a valuable tool for
users to comprehend and interpret sarcastic ex-
pressions. Previous research suggests that effec-
tively integrating three modalities (namely image,
text, and their inconsistencies) enhances sarcasm
detection. However, in some instances, sarcasm
detection can be achieved using a single modal-
ity, while others necessitate multiple modalities
for accurate recognition. This variability suggests
that each modality contributes differently to sar-
casm detection, and employing a traditional fu-
sion method may introduce bias in the informa-
tion, unable to explicitly demonstrate the predic-
tion ability of each modality. Therefore, we pro-
pose a multimodal sarcasm detection method based
on dual generative processes. The dual genera-
tive processes map features into the same seman-
tic space to deeply explore emotional inconsisten-
cies between modalities. Concurrently, by incor-
porating the concept of strong and weak modal-
ities, we explicitly model the modalities’ contri-
butions based on prediction performance and au-
tonomously adjust the weight distribution. Exper-
imental results on publicly available multi-modal
sarcasm detection datasets validate the superiority
of our proposed model.

1 Introduction
Sarcasm is a prevalent form of emotional expression in daily
life, often conveying intentions or viewpoints that are con-
trary to their literal meaning using humor or contemptuous
emotions [Dews and Winner, 1995; Gibbs and Colston, 2007;
Wang et al., 2018]. With the flourishing development of so-
cial media, users increasingly employ rhetorical devices to
express opinions or emotions online. Consequently, internet
texts contain more instances of jokes, sarcasm, and humor.
Such usage poses significant challenges for natural language
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Figure 1: Three scenarios of multi-modal sarcasm formation. The
textual content of these posts is as follows: (a) Bye mailbox. I’m
excited to go buy a new one this wknd cuz i love spending money
on things other ppl break. (b) This is a good one. (c) Learn parking
from this lawyer.

processing, as traditional sentiment analysis struggles to ac-
curately identify the true sentiments in sarcastic texts. Iden-
tifying sarcasm is crucial to understanding people’s genuine
emotions and thoughts. In the early stages of sarcasm de-
tection, the focus was primarily on detecting syntactic pat-
terns or special symbol tags as inherent features [Felbo et
al., 2017]. Other approaches involved modeling the inconsis-
tencies within the textual modality itself [Wang et al., 2023;
Yu et al., 2023]. With the increasing richness of online infor-
mation, many user-generated contents consist of a mix of tex-
tual and visual information. Consequently, there is a growing
interest in multi-modal sarcasm detection approaches [Liang
et al., 2022; Hua et al., 2023; Dong et al., 2023] that consider
both textual and visual information, as they provide a more
comprehensive understanding of the context.

Many studies on multi-modal sarcasm detection have fo-
cused on learning relationships within modalities and be-
tween modalities. Some research attempts to detect sar-
casm by simply fusing data from two modalities, such as
using simple concatenation [Schifanella et al., 2016]. Oth-
ers employ attention mechanisms and external knowledge
to implicitly fuse features from visual and textual modali-
ties [Xu et al., 2020; Pan et al., 2020; Dong et al., 2024;
Zhu et al., 2024]. Additionally, some studies have achieved
promising results by constructing cross-modal graphs to cap-
ture features between different modalities [Liang et al., 2021;
Liang et al., 2022; Zheng et al., 2023]. Although these mod-
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els have achieved remarkable performance, they still exhibit
certain limitations. Often, there is ample information to iden-
tify sarcasm from just one modality, yet existing research
typically assumes that both modalities’ features are neces-
sary for sarcasm detection, potentially introducing bias in the
information fusion process. As illustrated in Figure 1, we
can broadly delineate three scenarios: mainly relying on the
emotional inconsistency information within the textual/image
modality to identify sarcasm, or primarily judging through
emotional inconsistency between the two modalities. In Fig-
ure 1(a), the image of a broken mailbox alone does not con-
vey any sarcasm, but the emotional inconsistency between
the phrases “very happy” and “someone else broke” serves as
the primary indicator of sarcasm. Conversely, in Figure 1(b),
when the text provides no useful information, the emotional
inconsistency portrayed by the image becomes the primary
basis for detecting sarcasm: The little girl watches table ten-
nis on television but ignores the table tennis next to her. In
scenarios where neither modality individually indicates sar-
castic expression, a significant emotional inconsistency be-
tween modalities becomes the key determinant. For instance,
in Figure 1(c), the strongest evidence for detecting sarcasm
arises from the emotional contradiction between the phrase
“learn from lawyers to park” and the contrasting image de-
picting a parking failure.

Drawing from the preceding insights, the process of sar-
casm detection urgently requires a thorough characterization
of the intricate and comprehensive effects stemming from the
image modality, text modality, and their inconsistent coun-
terparts. However, this task presents formidable challenges.
Achieving it hinges on establishing minimal coupling be-
tween the learned representations of these three modalities,
which entails delving deeply into the inconsistent patterns be-
tween images and text. Given the disparate semantic repre-
sentation spaces of image and text modalities, direct compar-
ison of the potential features extracted from these two modal-
ities may inadvertently overlook their inherent differences,
leading to challenges in accurately isolating the unique fea-
tures of each of the three modalities. It is noteworthy that
while attention mechanisms can be employed to learn the
contribution of each modality, they fall short in explicitly il-
lustrating how each modality operates and lack a certain de-
gree of interpretability.

In this work, we propose a multi-modal sarcasm detection
model based on the dual generative processes. For the explo-
ration of the modality of inconsistency between image and
text, our model learns to generate a new text feature from
the image information. This generated text feature is directly
compared with the encoded feature extracted from the orig-
inal text modality. And similarly compared the image gen-
erated feature with the image encoded feature. By employ-
ing the dual generative processes, we map the features of
different modalities to the same semantic space, facilitating
joint modeling to fully learn the emotional inconsistency be-
tween image and text. Simultaneously, considering the differ-
ent contribution of the three modalities to sarcasm detection,
we combine the strong-weak modality mechanism [Liu et al.,
2018] to assess the effective information contribution of each
modality based on their prediction performance, enabling the

model to autonomously select the most appropriate weight
distribution. The main contributions of our work are summa-
rized as follows:

• We explicitly model the contribution of each modality
to the sarcasm detection task based on their prediction
performance, making the model more interpretable.

• For the deep exploration of the modality of inconsis-
tency between image and text, we employ the dual gen-
erative processes to map the features of different modal-
ities to the same semantic space, enabling comprehen-
sive learning of emotional information between image
and text.

• Experiments on widely used benchmark dataset show
that our method outperforms state-of-the-art baselines.

2 Related Work
2.1 Multi-Modal Sarcasm Detection
The earliest sarcasm detection approaches focused on learn-
ing the inherent features of sarcastic sentences by detect-
ing syntactic patterns or special symbols [Tay et al., 2018;
Lou et al., 2021]. With the prevalence of multi-modal posts
on social media, there has been increasing attention towards
multi-modal sarcasm detection [Castro et al., 2019]. [Schi-
fanella et al., 2016] first defined and addressed the task of
multi-modal sarcasm detection by manually designing fea-
tures. [Cai et al., 2019] created a new multi-modal dataset
and proposed a hierarchical model. [Xu et al., 2020] modeled
cross-modal comparisons and semantic correlations. [Pan et
al., 2020] introduced a BERT-based model that models the
intra-modal and inter-modal inconsistencies. [Liang et al.,
2021] recognized that sarcasm information is contained in
specific regions of images and certain stages of text, and pro-
posed a graph-based approach. [Liang et al., 2022] explored
the use of visual objects instead of entire image regions to
improve visual feature extraction. [Liu et al., 2022] analyzed
the information mismatches across modalities.

2.2 Generative Learning
The methodology of generative learning has found extensive
applications across various domains, including image synthe-
sis [Zhang et al., 2020b], recommendation systems [Deldjoo
et al., 2021], and speech generation [Zhang et al., 2020a]. In
the context of multimodal tasks, several studies have demon-
strated the efficacy of generative learning methods. [Ma et
al., 2019; Zellers et al., 2019; Yanagi et al., 2020] employed
generative learning techniques to enhance multi-modal fake
news detection. [Patashnik et al., 2021] combined CLIP and
StyleGAN to generate guided images by modifying textual
input. [Frans et al., 2022] utilized a pre-trained language-
image encoder as a metric to maximize the similarity between
descriptions and generated sketches.

3 Methodology
In this section, we provide a detailed explanation of our
model, and Figure 2 illustrates the specific structure of our
proposed multi-modal sarcasm detection method based on
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Figure 2: The overview of our proposed model.

dual generative processes (i.e., DGP). We primarily employ
three components to explain our approach. Firstly, we per-
form multi-modal feature encoding to learn the relationships
within each modality. Then, we utilize text-guided image
generated feature and image-guided text generated feature to
capture the emotional inconsistency between modalities. Fi-
nally, leveraging the mechanism of strong and weak modali-
ties, we apply a multiplicative multi-modal method to assign
weights to different modalities, resulting in the final detection
outcome.

3.1 Problem Formulation
Giving N multi-modal samples, the i-th sample consists of
three elements, i.e.,

(
XT

i , X
V
i , Yi

)
, with XT

i representing the
textual content within the post, XV

i denoting the accompa-
nying image, and Yi representing the true label. If the i-th
sample conveys sarcastic meaning, Yi = 1; otherwise, Yi = 0.
Our objective is to devise a model for sarcasm detection by
leveraging features from both the visual and textual modali-
ties, ultimately generating the predicted label Ŷi. The process
is outlined as follows:

F
(
XT

i , X
V
i | Θ

)
−→ Ŷi, (1)

where Θ represents all the parameters of F , and Ŷi denotes
the predicted results of model F .

3.2 Multi-Modal Feature Representation
Text Embeddings
It should be noted that, apart from the given textual input XT

i
in the samples, images often contain a significant amount of
embedded text in many cases. This embedded text in images

often conveys important information that can capture crucial
aspects of sarcasm. OCR text extraction [Pan et al., 2020]
has also proven successful in improving several text-related
tasks. Hence, we concatenate the OCR text with the original
text. The merged text is input into the pre-trained uncased
BERT-base model [Devlin et al., 2018] to obtain text features
as follows:

Ti =
{
t1i , t

2
i , . . . , t

m
i

}
= BERT

(
XT

i ⊕Oi

)
, (2)

where Oi denotes the extracted OCR text and m represents
the number of tokens in the i-th merged text. After ob-
taining the representations of text, they are fed into a one-
dimensional convolution neural network (CNN) [Singhal et
al., 2022] to capture the hidden local context information of
sequential features, and use three window sizes (1, 2, 3, re-
spectively) to encapsulate phrase-level information at the uni-
gram, bi-gram, and tri-gram levels:

ZT
i = CNN(Wt ·Ti + bt) , (3)

where Wt and bt are learnable parameters in the network,
ZT

i represents the feature representation of the learned intra-
modal relationships within the text modality.

Image Embeddings
One commonly used and classic approach to extract informa-
tion from the visual modality is to perform spatially average
segmentation of the complete image and then encode it. This
method is widely employed in many studies as it allows for
the retention of certain spatial information. However, it also
preserves fragments of redundant information, either from the
background or in a redundant form. Images typically con-
tain numerous visual objects that often encompass features
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related to the events or themes of the posts. In the absence
of knowledge about the creator’s intent, it is possible to ex-
tract more representative clues from the image, thereby dis-
tinguishing key visual objects from irrelevant ones and reduc-
ing pixel-level noise. Accurately extracting representative in-
formation from visual content can further enhance the learn-
ing of visual features. Therefore, we employ object detection
toolkit [Anderson et al., 2018] to extract visual objects from
the images. These visual objects are then sorted based on
their importance, resulting in n visual objects for the image
XV

i = {b1, b2, . . . , bn}. Subsequently, these visual objects
are fed into the image encoder to obtain representations as:

Vi =
{
v1
i ,v

2
i , . . . ,v

n
i

}
= ViT

(
XV

i

)
. (4)

To extract individual features within the image modality,
we utilize a self-attention mechanism to encode the interac-
tions between the visual objects. This is achieved through a
Transformer module that includes a multi-head self-attention
layer and a position-wise feed-forward layer. Within the
multi-head attention sub-layer, the attention mechanism runs
in parallel multiple times. Each attention head uniquely at-
tends to a specific portion of the sequence. Finally, all inde-
pendent results are combined and linearly reshaped to obtain
the desired projection size. This enables each visual object in
every sample to attend to all other visual objects. The output
after the multi-head self-attention module is as follows:

Multihead = [head1⊗, . . . ,headj ]Wv,

headj = attention
(
ViW

Q
j ,ViW

K
j ,ViW

V
j

)
Wv,

attention (Q,K,V) = softmax
(

KQT

√
dk

)
V,

(5)
where Q, K, and V represent queries, key-value pairs, and
all the W denote learnable parameter matrices. The position-
wise feed-forward sub-module is applied independently and
identically to each image object. Then, position-wise feed-
forward and layer normalization are applied to obtain a set of
continuous representations. Residual connections are applied
separately in both sub-layers, resulting in the outputs V′ and
ZV as follows:{

V′
i = LN(Vi +Multihead (Vi)) ,

ZV
i = LN(V′

i + Feedforward (V′
i)) ,

(6)

where V′ represents the output of image features after un-
dergoing multi-head self-attention modules and layer normal-
ization, while ZV signifies its output after passing through
position-wise feed-forward sub-layers and layer normaliza-
tion.

3.3 The Inconsistency Between Text and Image
With Generated Feature

In social media, there is often a discrepancy between the vi-
sual relationships expressed in images and the textual con-
tent. Inspired by [Shang et al., 2022], to better capture the
emotional inconsistencies between these two modalities and
overcome the inherent differences between visual and textual
modalities, a direct approach is to employ image synthesis
tools to generate new images based on the textual modality.
However, text on social media platforms typically consists of

a limited number of words, and the conveyed emotions can be
diverse. Thus, it may not be feasible to generate images that
fully align with the semantic and contextual information of
the given text. Additionally, the quality of images on social
media varies, often containing pixel-level noise. Therefore,
we propose a dual-generation approach, where each modality
learns features from the other modality and generates features
that incorporate the characteristics of the opposite modality.
This approach allows us to explore the emotional inconsis-
tencies between text and images by excluding potential influ-
ences such as dimensions in a more comprehensive manner.

We first attempt to learn image generation features guided
by textual features using a Long Short-Term Memory
(LSTM) network guided by image objects. The textual fea-
tures are replicated to match the number of image objects and
paired with the corresponding image object features, repre-
sented as T̃iVi =

{
t̃1iv

1
i , t̃

2
iv

2
i , . . . , t̃

n
i v

n
i

}
. Then the gen-

erated image feature Vgen obtained by feeding the concate-
nated features into the network is as follows:

Vgen
i = LSTM

(
T̃iVi

)
. (7)

By doing so, we can learn the relationships between each
image-text pair. These image features capture relevant se-
mantic relationships and other characteristics related to the
textual features, enabling the generation of image features
that incorporate textual characteristics. If there is a signifi-
cant difference between the images and the text, it is reason-
able to infer that the generated image features guided by tex-
tual features will differ significantly from the original image
encoding features. Thus, the similarity between the gener-
ated image features and the encoding features can be used to
represent the emotional inconsistency between the visual and
textual modalities.

To generate textual features guided by images, we employ
a self-attention encoder based on image objects to learn the
internal relationships between each pair of image objects, rep-
resented as

Vi = SelfAttention
(
ViW

Q,ViW
K ,ViW

V
)
. (8)

After encoding the pairwise relationships between image ob-
jects, we utilize a decoder based on cross-modal multi-head
attention to decode text features guided by visual features, as
follows:

Tgen
i = Multihead

(
TiW

Q,ViW
K ,ViW

V
)
, (9)

where Tgen
i represents the text generated feature with incor-

porated image information. If there is a significant difference
between the images and the text, it is reasonable to infer that
the similarity between the generated textual features and the
encoding features can be used to represent the emotional in-
consistency between the visual and textual modalities. There-
fore, the features of the modality of inconsistency between
images and text can be represented as:

ZC
i = Sim (Venc

i ,Vgen
i ) + Sim (Tenc

i ,Tgen
i ) , (10)

where Venc
i and Tenc

i represent the encoded features Vi and
Ti obtained through the respective encoders.
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3.4 The Contribution of Different Modalities
In this task, based on the three cases mentioned earlier, we
can conclude that all three modalities can contribute to sar-
casm detection. In addition to the commonly used textual
and visual modalities, the modality that represents the incon-
sistency between text and image emotions can serve as a third
modality to aid in better sarcasm detection.

To utilize the information from both modalities, a straight-
forward approach is to concatenate the features from differ-
ent modalities, which has been employed in many studies
[Atrey et al., 2010; Ngiam et al., 2011; Neverova et al., 2015;
Wöllmer et al., 2010]. However, this fusion method has cer-
tain limitations as it assumes that all modalities contribute
equally, making it difficult to determine which modality con-
tributes more in the sarcasm detection task. Inspired by
[Singhal et al., 2022], for an ideal model given multiple in-
put modalities, it should be robust to the noise from less
contributing modalities and able to extract more informa-
tive features from stronger modalities in each sample to bet-
ter aid sarcasm detection. Based on the assumption that the
contribution from each modality is not equal, we employ a
multiplication-based multi-modal method [Liu et al., 2018].
Each modality independently makes predictions based on its
own feature information in each sample as follows:

Pt = MLPt

(
ZT

i

)
=

[
p1t , p

0
t

]
,

Pv = MLPv

(
ZV

i

)
=

[
p1v, p

0
v

]
,

Pc = MLPc

(
ZC

i

)
=

[
p1r, p

0
r

]
,

(11)

where Pt, Pv and Pc represent the predictions for text, im-
age, and the inconsistency between image and text, respec-
tively. The typical additive combination involves summing
the individual loss functions of all modalities:

Ly
crossentropy = −

X∑
k=1

log (pyk), (12)

where Ly represents the loss of the category, X represents
the number of modalities involved in the task, and k rep-
resents the index of these modalities. To better capture the
contributions of each modality in sarcasm detection, we in-
corporated a weighting factor Hk for the k-th modality into
our approach:

Hk =

∏
j ̸=k

(
1− pyj

)δ/(X−1)

, (13)

where the hyper-parameter δ is used to control the extent of
learning for the weighting factor, which determines the de-
gree of utilization of the multi-modal data. If a particular
modality demonstrates better predictive performance, the rel-
ative weight Hk of that modality will be larger, thereby high-
lighting the influence of the strong modality. The loss func-
tion for the multiplication-based multi-modal method can be
defined as follows:

Ly
multiplicative = −

X∑
k=1

Hk · log (pyk). (14)

Training Development Testing
Sarcasm 8642 959 959

Non-Sarcasm 11174 1451 1450
All 19816 2410 2409

Table 1: Statistics of the experimental data.

4 Experiments
In this section, we begin by presenting the necessary prepara-
tions for the experiments, including the dataset, experimental
setup, and comparative models. After analyzing the experi-
mental results, we proceed with conducting ablation experi-
ments and case studies to further enhance our understanding
of the effectiveness of the proposed model.

4.1 Dataset
We evaluate our model on the publicly available multi-modal
sarcasm detection benchmark dataset collected from Twitter
by [Cai et al., 2019]. Each sample in the dataset consists of an
English tweet accompanied by an associated image. Samples
identified as expressing sarcasm are considered positive ex-
amples, while non-sarcastic expressions are considered nega-
tive examples. The dataset is divided into training, validation,
and test sets, with an approximate ratio of 80%:10%:10%.
Table 1 provides specific statistics regarding the dataset.

4.2 Experimental Settings
To ensure a fair comparison, we follow the preprocessing
steps described in [Xu et al., 2020; Liang et al., 2021]. We re-
move samples containing frequently co-occurring words with
sarcastic expressions (e.g., “irony”, “sarcasm”) after prepro-
cessing, to avoid introducing external information. We uti-
lize the Huggingface pre-trained BERT-base-uncased model
[Devlin et al., 2018] for encoding, representing each text as a
768-dimensional vector. Regarding images, when the number
of extractable objects on each image is indeterminate, we se-
lect the top 20 objects with the highest scores. These objects
are resized to a uniform size of 224×224, and we employ the
pre-trained ViT model [Dosovitskiy et al., 2020] to encode
each object into a 768-dimensional embedding. We employ
the Adam optimizer with a learning rate of 1e-4. To prevent
over-fitting, we apply a dropout rate of 0.1 for intra-modal
learning, and early stopping techniques are utilized. The pa-
rameters and batch size are set to 0.8 and 32, respectively.

Following [Cai et al., 2019], we evaluate the model’s per-
formance using Accuracy, Precision, Recall, and F1-score.
Due to the imbalanced label distribution in the dataset, as sug-
gested in [Pan et al., 2020], we also employ macro metrics to
assess the model. The experimental results of our proposed
model are obtained by running 10 iterations with random ini-
tialization and then averaging the obtained results.

4.3 Baselines
We compare our proposed model with several state-of-the-art
baseline models, which can be broadly categorized into:

(1) Models Based on Image Modality: These models
solely utilize image information for sarcasm detection. They
include Image [Cai et al., 2019], which classifies images
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based on the vectors obtained after pooling layers in ResNet
[He et al., 2016]; ViT [Dosovitskiy et al., 2020] which di-
vides images into multiple patches and utilizes the [CLS] to-
ken for sarcasm detection.

(2) Models Based on Text Modality: These models solely
utilize text information for sarcasm detection. They include
the following models: TextCNN [Kim, 2014]: A deep learn-
ing model based on convolutional neural networks (CNN)
that captures n-gram features for text classification tasks;
Bi-LSTM [Graves and Schmidhuber, 2005]: Bi-directional
LSTM network that leverages bidirectional processing to
learn text representations and performs predictions using a
classification layer; SIARN [Tay et al., 2018]: A model that
incorporates an internal attention mechanism for text sarcasm
detection; SMSD [Xiong et al., 2019]: It captures inconsis-
tent information in the text by considering the interactions
between words in a sentence; BERT [Devlin et al., 2018]: It
directly encodes text by adding a “[CLS] text [SEP]” token
and generates predictions based on the representations.

(3) Models Based on Multi-Modality: These models
leverage both text and image modalities for sarcasm detec-
tion. They include: HFM [Cai et al., 2019]: A hierarchical
model that performs multi-modal feature fusion by extract-
ing attribute words of images; D&RNet [Xu et al., 2020]:
It models text-context comparisons and cross-modal seman-
tic correlations for sarcasm detection; Att-BERT [Pan et al.,
2020]: It explores the inconsistency in multi-modal sarcasm
detection using cross-modal attention and a co-attention of
intra-modality; InCrossMGs [Liang et al., 2021]: It detects
sarcasm by exploring sarcasm information within and across
modalities using graph convolutional networks; CMGCN
[Liang et al., 2022]: It captures inconsistencies between
modalities based on graph convolutional networks using ob-
ject detection; HCM [Liu et al., 2022]: It performs sarcasm
detection by leveraging atomic-level and compositional-level
consistency between images and text; ERGCN [Li et al.,
2023]: It enables the extraction of valuable entity informa-
tion from visual objects in images and textual descriptions,
and leverages external knowledge to construct cross-modal
graphs for each image-text pair sample to facilitate the iden-
tification of semantic inconsistencies between modalities.

4.4 Main Experimental Results
The compared results are summarized in Table 2, and we
draw the following conclusions: (1) Our proposed model
outperforms the state-of-the-art models in terms of all met-
rics, achieving 0.96% improvement in terms of accuracy and
4.78% improvement in terms of F1 score. This demonstrates
that our model, utilizing generated features and the concept
of strong and weak modalities, significantly enhances the per-
formance of multi-modal sarcasm detection. (2) Compared to
the Att-BERT, which utilizes attention mechanisms to explore
inconsistencies within and between modalities, our model
achieves higher performance. This confirms the effective-
ness of utilizing generated features to explore the inter-modal
emotional inconsistencies. (3) Compared to InCrossMGs,
CMGCN, and HCM, which fuse multi-modal features, our
model demonstrates superiority, highlighting the improve-
ment in sarcasm detection through the utilization of a mul-

Model Acc(%) P(%) R(%) F1(%)

Image Image 64.76 54.41 70.80 61.53
ViT 67.83 57.93 70.07 63.43

Text

TextCNN 80.03 74.29 76.39 75.32
Bi-LSTM 81.90 76.66 78.42 77.53
SIARN 80.57 75.55 75.70 75.63
SMSD 80.90 76.46 75.18 75.82
BERT 83.85 78.72 82.27 80.22

Both

HFM 83.44 76.57 84.15 80.18
D&R Net 84.02 77.97 83.42 80.60
Att-BERT 86.05 77.80 84.15 80.85

InCrossMGs 86.10 81.38 84.36 82.84
CMCGN 84.94 79.68 83.44 81.52

HCM 86.38 86.75 79.50 82.79
ERGCN 86.72 82.57 84.46 83.51

DGP 87.21 87.10 86.48 86.75

Table 2: Comparison of experimental results on the publicly avail-
able dataset. The best results are in bold.

Model Acc(%) F1(%)
w/o multiplicative 85.09 84.62
w/o generated 85.21 84.57
w/o textgen 85.01 84.42
w/o imagegen 85.38 84.98
w/o text 84.63 84.21
w/o image 84.93 84.34
DGP 87.21 86.75

Table 3: Experimental results of ablation study.

tiplicative multi-modal approach. (4) Furthermore, the text-
based approach consistently outperforms the image-based ap-
proach across all metrics, indicating that there may be more
information in the text modality that aids in sarcasm detec-
tion. This also confirms our hypothesis that “not all modal-
ities contribute equally to sarcasm detection”. (5) How-
ever, while the text-based model significantly outperforms the
image-based model, it still falls behind the models that con-
sider both image and text modalities. This suggests that in-
corporating information from both image and text modalities
remains more effective for sarcasm detection overall.

4.5 Ablation Study
To demonstrate the effectiveness of each module in our pro-
posed method, the results are presented in Table 3, we con-
duct several ablation experiments comparing our model with
different variants: 1) w/o multiplicative: This variant re-
moves the multiplicative multi-modal method we employed
and replaces it with a simple summation of predictions from
different modalities, demonstrating the significant perfor-
mance improvement achieved by the strong and weak modal-
ity mechanism for multi-modal sarcasm detection. 2) w/o
generated: This variant removes the cross-modal correla-
tion learning using generated features, focusing solely on
the intra-modal learning, confirming the importance of learn-
ing emotional inconsistencies across modalities for sarcasm
detection. 3) w/o textgen and w/o imagegen: These vari-
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Figure 3: Three cases of sarcasm detected by our proposed model.
Pv , Pt, and Pc represent the relative prediction values assigned to
the image, text and the image-text inconsistency, respectively.

ants remove the text-guided and image-guided feature gen-
eration, respectively, which not only demonstrates their con-
tributions to the task but also highlights that the removal of
text-generated features results in a more significant perfor-
mance drop compared to removing image-generated features.
This implies that the text-generated features can capture more
information. 4) w/o text and w/o image: These variants
remove the intra-modal learning for text or image respec-
tively, leading to varying degrees of performance degrada-
tion, further confirming that each modality contributes differ-
ently to sarcasm detection and validating the effectiveness of
the strong and weak modality mechanism.

4.6 Case Study
To provide a more intuitive understanding of how our pro-
posed model identifies the essential components of sarcasm,
we conduct a qualitative analysis. Figure 3 displays the pre-
diction values Pv , Pt, and Pc of each modality across vari-
ous scenarios, elucidating their individual contributions to the
task of sarcasm detection.

In Figure 3(a), the text juxtaposes the portrayal of diffi-
culty with an emphasis on expediting work efficiency, form-
ing an emotionally sarcastic context. The prediction values
assigned to the image, text, and modal inconsistency are 0.76,
0.9, and 0.67, respectively, underscoring the text’s substantial
contribution. In Figure 3(b), the text showcases exceptional
drawing skills, while the image depicts crude and abstract art-
work, leading to an emotional inconsistency. The prediction
values assigned to the three modalities are 0.81, 0.75, and
0.89, respectively. Here, the inconsistency between modali-
ties contributes the most relevant information, although both
the image and text modalities also make some contributions.
In Figure 3(c), the image primarily conveys the sarcastic sen-
timent through the contrast between a tire advertisement and
a depiction of a punctured tire. The prediction values for the
three modalities are 0.88, 0.69, and 0.68, respectively, high-
lighting the predominant role of the image modality.

4.7 The Influence of δ on the Model
In this section, we analyze the impact of hyper-parameter
δ magnitudes on the performance of our proposed model,
which can represent the extent of change in the weights of
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Figure 4: The impact of hyper-parameter δ magnitudes on the per-
formance of our proposed model.

each modality during updates. We set the values of δ rang-
ing from 0.1 to 0.9 and present the results in Figure 4. It
can be observed that the model architecture performs better
when δ is set to 0.8 compared to other configurations. As δ
decreases, the model’s performance deteriorates. This sug-
gests that the weights of each modality change to a lesser de-
gree during the updating process, indicating insufficient ad-
justment of the relative importance among modalities. On the
other hand, in the case where δ is 0.9, the model’s perfor-
mance does not reach its optimal performance. This may be
attributed to a significant decrease in weights, which simul-
taneously reduces the importance of certain modalities and
ultimately diminishes the model’s overall performance.

5 Conclusion

In this paper, we propose a multi-modal sarcasm detection
method based on dual generative processes. Our approach
comprises two primary components. Firstly, recognizing the
varying effectiveness of information contribution from dif-
ferent modalities, we introduce a multiplicative multi-modal
approach grounded in the concept of strong and weak modal-
ities. By dynamically adjusting the degree of variation in
modality weights, we automatically adapt to the most ap-
propriate weight distribution, thereby enhancing the perfor-
mance of the multi-modal sarcasm detection task. Secondly,
acknowledging that the feature representations of image and
text modalities reside in distinct semantic spaces, we lever-
age a dual-generation process to deeply explore the informa-
tion from the modality inconsistency between image and text.
By utilizing the features of one modality to guide the genera-
tion of features from the other modality, we mitigate the risk
of overlooking the inherent semantic differences between im-
ages and text. Extensive experiments conducted on publicly
available datasets demonstrate the effectiveness and superi-
ority of our proposed method, offering valuable insights for
research in the field of multi-modal sarcasm detection.
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