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Abstract
Most existing visual-language trackers greatly rely
on the initial language descriptions on a target ob-
ject to extract their multi-modal features. However,
the initial language descriptions are often inaccu-
rate in a highly time-varying video sequence and
thus greatly deteriorate their tracking performance
due to the low quality of extracted multi-modal fea-
tures. To address this challenge, we propose a Dif-
fusion Mask-Driven Visual-language Tracker (DM-
Track) based on a diffusion model. Confronting
the issue of low-quality multi-modal features due to
inaccurate language descriptions, we leverage the
diffusion model to capture high-quality semantic
information from multi-modal features and trans-
form it into target mask features. During the train-
ing phase, we further enhance the diffusion model’s
perception of pixel-level features by calculating
the loss between the target mask features and the
ground truth masks. Additionally, we perform joint
localization of the target using both target mask fea-
tures and visual features, instead of relying solely
on multi-modal features for localization. Through
extensive experiments on four tracking benchmarks
(i.e., LaSOT, TNL2K, LaSOText, and OTB-Lang),
we validate that our proposed Diffusion Mask-
Driven Visual-language Tracker can improve the
robustness and effectiveness of the model.

1 Introduction
In recent years, the integration of computer vision and natu-
ral language processing has received extensive attention from
researchers[Alec et al., 2021], providing an opportunity for
innovative research in visual and textual information. De-
scribing the state features and future trends of the targets in
language allows the trackers to be more robust in complex
scenarios[Zheng et al., 2023]. However, the existing visual-
language tasks annotate language descriptions based on the
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Figure 1: The comparison of the difference architectures between
our DMTrack and existing visual-language trackers[Li et al., 2023]
. Our DMTrack exhibits enhanced robustness in a scenario where
the language information is inaccurate.

state and trend of the target in the first frame. This anno-
tation method leads to inaccuracies and even side effects in
language descriptions as the target moves, resulting in a de-
crease in the quality of multi-modal features. Current visual-
language trackers, by directly utilizing multi-modal features
for target localization, face tracking failures due to the low
quality of these multi-modal features. Therefore, capturing
higher-quality semantic information from the existing multi-
modal information becomes a challenge.

It is well-known that the diffusion models excelled in im-
age generation tasks[Ho et al., 2020] have recently demon-
strated outstanding capabilities in dense prediction tasks. Jor-
dan et al.[Tomer et al., 2021] first introduce diffusion models
in the field of image segmentation and Dmitry et al.[Dmitry
et al., 2022] prove that diffusion models can effectively cap-
ture semantic information from input images, providing more
efficient pixel-level representations for segmentation models.
In camouflage object detection tasks, Chen et al.[Chen et al.,
2024] surpass the best performance in existing camouflage
object detection tasks by introducing diffusion models. In-
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spired by the success of the diffusion models, we integrate a
diffusion model into the visual-language tracking task. How-
ever, the current application of the diffusion model is mainly
focused on dense prediction tasks. Applying the diffusion
model to visual-language tracking tasks still faces numerous
challenges. In dense prediction tasks, models often need to
identify different categories of targets without the necessity
of distinguishing among objects of the same class. In visual-
language tracking, however, the models need to distinguish
among objects of the same class to accurately locate a tar-
get in a scene with similar object interference. To address
these challenges, we propose a feature filtering module, dou-
ble sample training method, and candidate elimination mod-
ule for diffusion ground truth to adapt diffusion models to the
visual-language tracking task.

By successfully integrating a diffusion model, DMTrack
addresses the issue of inaccurate initial language descriptions
caused by highly time-varying target motion and appearance
variations in a video sequence. DMTrack leverages the diffu-
sion model to capture high-quality semantic information from
multi-modal features and transforms it into target mask fea-
tures. During the training phase, DMTrack further enhances
the diffusion model’s perception of pixel-level features by
calculating the loss between the target mask features and the
ground truth masks. In the testing phase, the generated target
mask features by the diffusion model undergo multiple dif-
fusion samplings to generate more accurate target mask fea-
tures. Finally, joint localization of the target is performed
using both target mask features and visual features, rather
than relying solely on multi-modal features for localization.
The differences in architecture between DMTrack and exist-
ing visual-language trackers are illustrated in Fig.1. After
the object moves, in Search-1, two targets match the lan-
guage description, while in Search-2, no target matches the
language description. Compared to existing structure track-
ers, DMTrack demonstrates greater robustness in scenarios
where language descriptions are inaccurate. In summary, our
contributions are as follows:

• We propose a visual-language tracker based on diffusion
models. This tracker utilizes diffusion models to cap-
ture semantic information in visual-language features
and provide pixel-level target information to the model.

• To our knowledge, we are the first to apply diffusion
models to visual-language tracking tasks and propose a
feature filtering module, double sample training method,
and candidate elimination module for diffusion ground
truth to adapt diffusion models to the visual-language
tracking task.

• We achieve excellent algorithm performance on multi-
ple visual-language tracking datasets to demonstrate the
superiority of our proposed tracker.

2 Related Work
2.1 Visual-language Tracking
With the rapid development of visual trackers[Chen et
al., 2022; Cui et al., 2022], visual-language tracking[Qi
et al., 2021] is also receiving increasing attention. Li

et al.[Zhenyang et al., 2017a] spearhead the amalgama-
tion of language and vision for concurrent tracking en-
deavors, introducing a language-specific feature extraction
network that acted as a catalyst for subsequent advance-
ments in visual-language tracking. Yang et al.[Yang et al.,
2020] taxonomic visual-language tracking into three dis-
tinct subtasks—namely, grounding, tracking, and integra-
tion—proposing three distinct modules to address each sub-
task in isolation. Feng et al.[Qi et al., 2021] propose a
detection-tracking paradigm that employs language descrip-
tions to furnish comprehensive tracking recommendations for
the target in each frame. Wang et al.[Xiao et al., 2021] aiming
to standardize natural language tracking methodologies, in-
troduced a novel benchmark for visual-language tracking de-
nominated TNL2k. They also propounded two foundational
approaches, initialized respectively by natural language and
bounding boxes. Li et al.[Yihao et al., 2022] introduce a
target retrieval module for tracking, seamlessly incorporat-
ing it into a localized tracking apparatus. Guo et al.[Guo
et al., 2022] devise an asymmetric model structure leverag-
ing language for the selection of visual information. Zhou et
al.[Li et al., 2023] devise a unified visual-language ground-
ing and tracking framework grounded in language descrip-
tions for the localization of reference objects. Meanwhile,
Zheng et al.[Zheng et al., 2023] serialize language descrip-
tions and bounding box sequences into a sequence of discrete
tokens, directly forecasting the spatial coordinates of the tar-
get in an auto-regressive fashion. Despite the achievements
of these tracking methods, inaccurate language descriptions
due to target motion affect the quality of multi-modal fea-
tures. Existing visual-language trackers, relying on direct us-
age of low-quality multi-modal features, face tracking fail-
ures. In response to this challenge, DMTrack utilizes the
diffusion model to capture high-quality semantic information
from multi-modal features, addressing the issue of inaccurate
language descriptions.

2.2 Diffusion Model
The diffusion model has garnered considerable attention in
recent years as a technology with promising applications.
Leveraging a parameterized Markov chain, these model[Ho
et al., 2020; Song et al., 2020] undertake the denoising of
data samples originating from random noise. Initially em-
ployed in the field of image without explicit ground truth, re-
cent investigations[Zhang and Agrawala, 2023; Dhariwal and
Nichol, 2021] have showcased its effectiveness in tackling
practical challenges such as super-resolution[Li et al., 2022;
Wang et al., 2021], deblurring[Whang et al., 2022; Lee et
al., 2022], and image segmentation[Baranchuk et al., 2021;
Amit et al., 2021]. Notably, the diffusion model exhibits
distinctive potential in various segmentation tasks, with no-
table applications in remote sensing change detection[Ban-
dara et al., 2022] and medical image segmentation[Wolleb et
al., 2022]. For example, Wolleb et al.[Wolleb et al., 2022]
introduce a diffusion model for lesion segmentation employ-
ing images as prior information, while Rahman et al.[Rah-
man et al., 2023] explore the diffusion model’s capabilities
in segmenting blurred images. However, the diffusion model
is primarily applied in dense prediction tasks. Due to signif-
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Figure 2: The overall framework of DMTrack. DMTrack extracts modal features through a feature extraction network and performs multi-
source interaction on these features through a multi-source module. Using the multi-source features as conditions, the diffusion model is
employed to restore the noisy image to the target position mask. The optimized target position mask features, enhanced by the feature
filtering module, are combined with visual features to locate the target.

icant differences between dense prediction tasks and visual-
language tracking tasks, there is a need for further exploration
on how to integrate the diffusion model into visual-language
tracking. To address this challenge, DMTrack has designed a
training approach involving double sampling, a feature filter-
ing module, and a ground truth candidate elimination module.
These components aim to facilitate the adaptation of the dif-
fusion model to visual-language tracking tasks.

3 Method
The overall framework of DMTrack proposed by us is illus-
trated in Fig.2. DMTrack is composed of a Visual and Lan-
guage Feature Extraction Module, a Multi-modal Interaction
Module, a Diffusion Module, and Head and Loss.

3.1 Visual and Language Feature Extraction.
Visual Feature Extraction. We chose the simple and effi-
cient ViT model as the visual encoder of our DMTrack and
pre-train it using OSTrack. The input to the visual encoder
includes a pair of images, namely the template frame z ∈
R3×Hz×Wz , the search frame x ∈ R3×Hx×Wx . The template
frame and search frame are first split and flattened into se-
quences of patches zp ∈ RNz×(3·P 2) and xp ∈ RNx×(3·P 2),
where P × P is the resolution of each patch and Nz =
HzWz/P

2, Nx = HxWx/P
2 is the number of patches in the

template frame and search frame, respectively. Subsequently,
using a trainable linear projection layer, the patches zp and
xp are mapped to a D-dimensional latent space, referred to
as patch embeddings. The learnable position embedding is
then incorporated into the patch embedding of the template
frame Bz and the search frame Bx, generating the final tem-

plate token embedding H0
z ∈ RNz×D and search frame token

embedding H0
x ∈ RNx×D. This process can be represented

as follows:

H0
z =

[
z1pE; z2pE; · · · ; zNz

p E
]
+Bz,

E ∈ R(3·P
2)×D, Bz ∈ RNz×D,

H0
x =

[
x1
pE;x2

pE; · · · ;xNx
p E

]
+Bx,

Bx ∈ RNx×D.

(1)

Language Feature Extraction. We choose the classic lan-
guage feature extraction model BERT[Jacob et al., 2019] as
the language encoder for our tracker. Given a natural lan-
guage description as the query Ql, we first tokenize the lan-
guage description and inject CLS and SEP tokens, resulting
in a token sequence L = {CLS, l1, l2, · · · , lN , SEP}, where
N is the maximum length of the language query. Then, we
input the token sequence into our language encoder to obtain
language token features T q ∈ RCq×N , where Cq = 768 rep-
resents the output embedding dimension.
Multi-modal Interaction Module. Past visual-language
trackers typically design a complex visual-language interac-
tion module for the interaction between visual features and
language information. However, this interaction method in-
creases the model’s complexity. Given that transformers
are capable of effectively modeling relationships between
language and visual features, we employ a Gated Cross-
Attention mechanism to achieve fine-grained cross-modal re-
lationship modeling between visual features and language in-
formation. This process can be represented as follows:

Fs = CrossAttn (Hx;Tq) +Hx, (2)
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Figure 3: The diffusion process diagram used by DMTrack. Dur-
ing the training phase, we employ a double-sampling method and
randomly select the sampled mask features. In the testing phase,
we average the mask features obtained through multiple samplings.
Where C represents feature concat.

where, Hx and Tq represent the outputs of the visual feature
extraction module and the language feature extraction mod-
ule, respectively.

3.2 Diffusion Module
Background. The diffusion mask-driven visual-language
tracker proposed by us is based on a diffusion model, where
the diffusion model transforms the noise xT ∼ (0, I) into
smaller noise samples xt, converting the noise xT into the
sample x0. We refer to this process as the forward diffusion
process, which can be represented as:

q (xt | xt−1) = N
(
xt;

√
1− βtxt−1, βtI

)
, (3)

where variance is controlled by noise schedule βt ∈ (0, 1).
The marginal distribution of xt can be directly obtained from
the data x0. This process can be described as:

q (xt | x0) = N
(
xt;

√
ᾱtx0, (1− ᾱt) I

)
, (4)

where ᾱt =
∏T

i=1 αt, αt = 1 − βt. Starting from p (xT ) =
N (xT ;0, I), the reverse diffusion process utilizes a U-
shaped network fθ to implement a series of incremental de-
noising steps, obtaining clean mask features. This network’s
reverse diffusion process can be described as:

p (xt−1 | xt) := N (xt−1;µθ (xt, t) ,Σθ (xt, t)) . (5)

The entire process of the diffusion model is illustrated in
Fig.3. The multi-source features obtained from the multi-
source module serve as the diffusion conditions, allowing
the restoration of the noisy image to the target’s position
mask. During the training phase, the diffusion model adopts
a double-sampling approach. When calculating gradients, it
randomly selects either the first diffusion-sampled image, the
second sampled image, or the average of both, and calculates
the loss against the ground truth. In the testing phase, the
results of multiple diffusion samplings are averaged.
Double Sample Train. The current diffusion models em-
ploy a training approach where ground truth is added with
noise as the initial noisy image for the diffusion model dur-
ing the training phase. Single-sampling is then used to cal-
culate the loss, and during the testing phase, a gradual noise

DM DM DM

DM

DM

DM

DM

Test Phase:

Train Phase:
SearchTemplate

Double Sample Single Sample

First Sample

Second Sample

Add Noise Add Noise

Figure 4: The schematic diagram of double sampling during the
training phase. Compared to single sampling during the training
phase, the double sampling training approach enables the diffusion
model to better adapt to complex scenes.

reduction diffusion method is applied. However, this tradi-
tional diffusion model is not suitable for the visual-language
tracking task. On one hand, the diffusion model lacks the
capability to handle complex scenes, especially interference
from similar objects. On the other hand, it tends to overly
rely on the results of the previous sampling. The process of
our proposed Double-Sampling method during the training
phase is illustrated in Fig.4. On one hand, during the initial
sampling in the training phase, the noisy image is generated
as completely random noise and is not combined with the
ground truth. This approach effectively suppresses the dif-
fusion model’s excessive reliance on the previous sampling,
thereby improving tracking performance. On the other hand,
we employ the double-sampling method to train the diffusion
model during the training phase. The key to this method is
that the noisy image for the second diffusion sampling is the
result of the first diffusion sampling. This training approach
provides the diffusion model with more complex scenarios,
enhancing its robustness in handling complex scenes.
Ground Truth Candidate Elimination Module. The
ground truth bounding box for object tracking not only con-
tains the target but also includes a substantial amount of
background information. This background information sig-
nificantly impacts the diffusion effectiveness of the diffusion
model and the precision of the pixel-level information pro-
vided to the model. Therefore, we propose a Ground Truth
Candidate Elimination module to reduce the background in-
formation within the target box, as shown in Fig.5. In the
early stages of the training phase, the ground truth values for
the diffusion model are the ground truth bounding boxes in
the tracking task. In the later stages of training, the introduced
Ground Truth Candidate Elimination module is utilized to re-
duce background information within the ground truth. We
have adopted the early elimination module from OSTrack[Ye
et al., 2022], and specific details can be referenced in the
discussions on this module within OSTrack. However, un-
like its original purpose of reducing computational load dur-
ing the attention stage of the training phase, we use anno-
tated background information from the network to eliminate
background information within the ground truth. With the as-
sistance of more accurate ground truth masks, the diffusion
model can generate more precise mask features for noisy im-
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Figure 5: The flowchart of the ground truth candidate elimination
module. We utilize the candidate elimination module to reduce the
background information contained in the ground truth bounding box,
enhancing the sampling effectiveness of the diffusion model.

ages, providing the model with more pixel-level information.
Feature Filtering Module. To enhance the quality of pixel-
level mask features provided by the diffusion model for the
tracker, we propose a Feature Filtering Module. The main
idea of this module is to select and redistribute attention to
features with the highest responses while suppressing other
response features. The structure of the Feature Filtering Mod-
ule is illustrated in Fig.6. This module filters the target posi-
tion mask features obtained by the diffusion model to provide
the tracker with higher-quality pixel-level mask features.

3.3 Head and Loss

Head. In the prediction head, we linearly combine the vi-
sual features with the diffused position mask. We employ
a convolutional network composed of Conv-BN-ReLU lay-
ers for target classification and regression. The output of
the convolutional network is considered as the score map
M ∈ [0, 1]

Hx
M ×Wx

M for object classification and the local
offsets D ∈ [0, 1]2×

Hx
M ×Wx

M to address the discretization er-
rors caused by reduced resolution and normalized bounding
box size (width and height) S ∈ [0, 1)2×

Hx
M ×Wx

M . In the
object classification score map, the object position is deter-
mined as the location with the highest classification score,
i.e., (xd, yd) = argmax(x,y) Mxy .
Loss. During the training process, we employed not
only classification loss and regression loss but also utilized
weighted focal loss for classification. Using the predicted
bounding boxes, we performed bounding box regression us-
ing both ℓ1 loss and IoU loss. In addition to these, we in-
troduced structural loss for loss computation on the target lo-
cation mask outputted by the diffusion model. Finally, the
overall loss function is formulated as follows: The overall
loss function can be formulated as:

Ltrack = Lcls + λiou Liou + λL1
L1 + λMLstruct (6)

where λiou = 2, λL1
= 5 and λM = 5 are the regulariza-

tion parameters in our experiments.
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Figure 6: The schematic diagram of the feature filtering module.
This module can enhance the response of important features while
suppressing other interfering features.

4 Experiments
4.1 Experimental Setup
We utilize the ViT[Dosovitskiy et al., 2021] model pre-
trained with OSTrack[Ye et al., 2022] as our vision encoder
and use the base uncased version of BERT[Jacob et al., 2019]
as our language encoder. The visual input to the DMTrack-
256 network is an image pair consisting of a template patch
of size 128 × 128, and a search patch of size 256 × 256.
For the language input, the max length of the language is set
to 36, including a CLS and a SEP token. We use the train-
ing splits of TNL2k[Xiao et al., 2021], LaSOT[Fan et al.,
2018], OTB-Lang[Zhenyang et al., 2017b], and RefCOCO-
google[Junhua et al., 2016] multiple training sets for joint
training. Our model was implemented in the Pytorch frame-
work on a server with 1 NVIDIA V100 GPU. Our model is
trained with 100 epochs, each epoch with 60,000 image pairs
and each mini-batch with 64 sample pairs. We also train the
model using the AdamW optimizer, set the weight decay to
10−4, the initial learning rate of the backbone to 2 × 10−5,
and other parameters to 2×10−4. After 80 epochs, the learn-
ing rate is decreased by a factor of 10. We tested the pro-
posed tracker on an NVIDIA 3080 GPU, and the single sam-
ple tracking speed is about 40 FPS.

4.2 Datasets and Metrics
In this section, we systematically assess the performance
of the proposed model across four Visual-language (VL)
tracking benchmarks, specifically TNL2k[Xiao et al., 2021],
LaSOT[Fan et al., 2018], LaSOText[Fan et al., 2018] and
OTB-Lang[Zhenyang et al., 2017b], and conduct a compar-
ative analysis against existing state-of-the-art trackers. The
comparative outcomes are elucidated in Tab.1. It is worth
noting that we only compared the results of single sampling
during the testing phase. The effectiveness of multiple sam-
plings has been demonstrated in our ablation study.
TNL2k. TNL2k is an extensive benchmark for large-scale
natural language task tracking. Our proposed DMTrack
achieves promising results on the TNL2k dataset, with scores
of 57.7% on AUC and 59.9% on PRE.
LaSOT. The LaSOT dataset encompasses over 1,400 video
sequences gathered from the internet, comprising a total of
more than 3 million frames of visual images. Our proposed
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Type Method Published TNL2k LaSOT OTB-Lang LaSOText

AUC PRE AUC PRE AUC PRE AUC PRE

V
is

io
n-

O
nl

y SiamFC[Bertinetto et al., 2016] ECCV2016 29.5 45.0 33.6 42.0 - - 23.0 26.9
SiamBAN[Chen et al., 2022] CVPR2020 41.0 48.5 51.4 59.8 - - - -
TransT[Chen et al., 2021] CVPR2021 50.7 57.1 64.9 73.8 - - - -
Mixformer[Cui et al., 2022] CVPR2022 - - 69.2 78.7 - - - -
OSTrack[Ye et al., 2022] ECCV2022 54.3 - 69.1 78.7 - - 47.4 53.3
SeqTrack[Chen et al., 2023] CVPR2023 56.4 - 71.5 81.1 - - 50.5 57.5

Vision&Vision-Language VLTTT [Guo et al., 2022] NeurIPS2022 53.1 53.3 67.3 72.1 76.4 93.1 48.4 55.9
All-in-One[Chunhui et al., 2023] ACMMM2023 55.3 57.2 71.7 78.5 71.0 93.0 54.5 66.0

V
is

io
n-

L
an

gu
ag

e

TNLS[Zhenyang et al., 2017a] CVPR2017 - - - - 55.0 72.0 - -
DAT[Xiao et al., 2018] Arxiv2018 - - 27.0 30.0 65.0 89.0 - -
RTTNLD[Qi et al., 2020] WACV2020 25.0 27.0 35.0 35.0 61.0 79.0 - -
GTI[Yang et al., 202] TCSVT2021 - - 47.8 47.6 58.1 73.2 - -
TNL2k-2[Xiao et al., 2021] CVPR2021 42.0 42.0 51.0 55.0 68.0 88.0 - -
SNLT[Qi et al., 2021] CVPR2021 27.6 41.9 54.0 57.6 66.6 80.4 - -
JointNLT[Li et al., 2023] CVPR2023 56.9 58.1 60.4 63.6 65.3 85.6 - -
DMTrack-256 Ours 57.7 59.9 66.8 72.7 69.3 90.9 47.3 52.1
MMTrack-384[Zheng et al., 2023] TCSVT2023 58.6 59.4 70.0 75.7 70.5 91.8 49.4 55.3
DMTrack-384 Ours 61.6 65.4 70.1 76.5 71.2 92.3 51.1 58.3

Table 1: Comparison on the TNL2k, LaSOT, OTB-Lang ,LaSOText test set with the state-of-the-art tracker. The vision-only type of method is
evaluated by bounding box initialization, while the vision-language type of method is evaluated by a joint bounding box and natural language
initialization. The best two results are highlighted in red and blue, respectively.

DMTrack performance on the LaSOT dataset is presented in
Tab.1, achieving scores of 65.5% on AUC and 70.9% on PRE.
OTB-Lang. The OTB-Lang dataset comprises 99 video se-
quences, encompassing a diverse array of scenes and com-
plexities. Our proposed DMTrack performance on the OTB-
Lang dataset is presented in Tab.1, achieving scores of 68.5%
on AUC and 89.7% on PRE.
LaSOText. As the publicly released extension dataset of La-
SOT, LaSOText comprises 150 challenging long-term videos
from 15 object classes. The test results of our proposed DM-
Track on the LaSOText dataset are presented in Tab.1, achiev-
ing a score of 45.3% on AUC and 51.1% on PRE.

4.3 Ablation Study
The effectiveness of the diffusion model. The diffusion
model has been proven to efficiently capture semantic in-
formation from features in dense prediction tasks, providing
pixel-level information for models. To validate the effective-
ness of introducing the diffusion model, we compare it with
a tracker that does not use the diffusion model. The compari-
son results, as shown in Tab.2, reveal that the tracker with-
out the diffusion model exhibits a 2.1% decrease in AUC
score, a 2.9% decrease in PRE score, and a 2% decrease in
P score compared to the tracker with a single sampling of
the diffusion model during the testing phase. In comparison,
the tracker without the diffusion model shows a difference of
3.3% in AUC score, 4.6% in PRE score, and a 3.5% decrease
in Pnorm score compared to the tracker with five samplings
of the diffusion model during the testing phase. Our experi-
mental results demonstrate the effectiveness of the proposed
diffusion model.
The effectiveness of mask-driven. We attempted to re-
move the masking approach and solely use diffusion mask-
ing features for target localization, with the comparative re-
sults shown in Tab.2. We found that when using only diffu-

sion masking features for target localization, as opposed to
the mask-driven approach, the tracker experiences a 3.6% de-
crease in AUC score, a 4.2% decrease in PRE score, and a
3.5% decrease in Pnorm score. We analyze that the current
data uses language descriptions generated based on the state
or trend of the target in the first frame. However, over pro-
longed object motion, the language descriptions may become
inaccurate, providing incorrect information. Therefore, our
proposed tracker, utilizing a mask-driven approach, can more
effectively utilize language descriptions for target tracking.
The effectiveness of language information. The key to
visual-language tracking lies in the effective utilization of
language features to enhance the tracking capability of tra-
ditional visual trackers in complex scenarios. To demonstrate
that our tracker can effectively leverage language features, we
trained a visual tracker without language features, and the re-
sults are presented in Tab.2. A pure visual tracker without
language descriptions exhibits a 1.6% decrease in AUC score,
a 1.1% decrease in PRE score, and a 1% decrease in Pnorm

score compared to the visual-language tracker that utilizes
language information. Through the comparison of experi-
mental results, we validate that our proposed visual-language
tracker can effectively leverage language features.
The effectiveness of candidate elimination module. To val-
idate the effective elimination of ground truth background
information by our proposed candidate elimination module
and to enhance the sampling effectiveness of the diffusion
model in the tracking task, we conducted experiments on a
tracker without the candidate elimination module, and the ex-
perimental results are shown in Tab.2. The tracker without
the candidate elimination module shows similar experimen-
tal performance in the initial sampling compared to using the
candidate elimination module. However, after five samplings,
the tracker without the candidate elimination module experi-
enced a 1.2% decrease in the AUC score, a 2.1% decrease
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#No. Diffusion Mask Language GT-CE Train Test OTB-Lang
Single-Sample Double-Sample Single-Sample Multiple-Sample AUC PRE Pnorm

1 ✓ ✓ 67.2 88.0 82.5
2 ✓ ✓ ✓ ✓ ✓ 66.9 88.4 82.5
3 ✓ ✓ ✓ ✓ ✓ 68.7 89.8 83.5
4 ✓ ✓ ✓ ✓ ✓ 69.1 90.1 84.0
5 ✓ ✓ ✓ ✓ ✓ 69.3 90.5 84.3
6 ✓ ✓ ✓ ✓ ✓ ✓ 69.0 90.3 84.2
7 ✓ ✓ ✓ ✓ ✓ ✓ 67.8 89.6 83.2
8 ✓ ✓ ✓ ✓ ✓ ✓ 69.3 90.9 84.5
9 ✓ ✓ ✓ ✓ ✓ ✓ 70.5 92.6 86.0

Table 2: Ablation study of DMTrack on OTB-Lang. The best two results are highlighted in red and blue, respectively.

in the PRE score, and a 1.7% decrease in Pnorm score com-
pared to our tracker. The experiments demonstrate that our
proposed candidate elimination module effectively improves
the diffusion model’s performance in the object-tracking task.
The impact of double-sample during the training phase.
Traditional diffusion models employ a single-sampling
method during the training phase, while we propose, for
the first time, a double-sampling method during the training
phase. The advantage of the double-sampling method lies
in mitigating the over-reliance on the previous sampling re-
sults during multiple samplings in the testing phase, provid-
ing the diffusion model with more complex initial noisy im-
ages during the training phase, thus enhancing the robustness
of the diffusion model in facing complex scenes. We com-
pare a tracker trained using a single-sampling method with
our tracker, as shown in Tab.2. During a five-sampling test
phase, the tracker trained using a single-sampling method
exhibits a 2.7% decrease in AUC score, a 3% decrease in
PRE score, and a 2.8% decrease in Pnorm score compared
to our tracker. It is worth noting that the tracker trained us-
ing a single-sampling method experiences a 1.2% decrease in
AUC score, a 0.7% decrease in PRE score, and a 1% decrease
in Pnorm score when conducting five samplings in the test-
ing phase compared to a single-sampling. Through the com-
parison of experimental results, we validate the effectiveness
of our proposed double-sampling training method during the
training phase and the efficacy of our diffusion model.

5 Visualization and Limitations
5.1 Visualization
To validate the effectiveness of our proposed method, we vi-
sually present partial test results of DMTrack on the TNL2k
dataset and compare them with existing advanced trackers,
namely MMTrack, TNL2k-II, and VLTTT . As illustrated in
Fig.7, when confronted with complex scenes, our proposed
diffusion mask-driven enables more accurate target localiza-
tion compared to existing visual-language trackers. We also
showcase the mask images obtained by integrating language
information with visual cues for global target localization.
Leveraging these mask images, our tracker demonstrates en-
hanced robustness in handling complex scenarios.

5.2 Limitations
Upon closer examination of experimental results, it becomes
evident that the incorporation of language information results

Ground Truth MMTrack TNL2K-II VLTTT

#2 #585#466#204
Language description: “the third man from left to right”

Ours

Diffusion Mask:

Figure 7: DMTrack is visually compared with three other VL track-
ers, namely MMTrack, VLTTT , and TNL2k-II, on challenging se-
quences from the TNL2k benchmark.

in a deterioration of performance in LaSOT compared to the
visual-only model. The primary reason behind this lies in the
nature of language descriptions in visual-language datasets,
which are based on the state and trend of the target in the
first frame. This description becomes inaccurate as the tar-
get moves, providing erroneous information that impacts the
localization performance of visual-language trackers. We en-
courage scholars to delve further into methods for offering
accurate language descriptions and more effective strategies
for utilizing them in visual-language trackers.

6 Conclusion
In this work, we have observed that the initial language de-
scriptions are often inaccurate in a highly time-varying video
sequence and thus greatly deteriorate their tracking perfor-
mance due to the low quality of extracted multi-modal fea-
tures. In response to this challenge, we propose a visual-
language tracker based on the diffusion model, which we re-
fer to as the Diffusion Mask Visual-language Tracker. The
core idea is to leverage the diffusion model to capture high-
quality semantic information from low-quality multi-modal
features and provide pixel-level target masks for visual fea-
tures. Given the differences between dense prediction tasks
and visual-language tracking tasks, we design a training ap-
proach involving double sampling, a feature filtering module,
and the use of a ground truth candidate elimination module to
adapt the diffusion model to visual-language tracking. Exten-
sive experiments on multiple visual-language tracking bench-
marks demonstrate the effectiveness of our approach.
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