
Self-Supervised Monocular Depth Estimation in the Dark:
Towards Data Distribution Compensation

Haolin Yang1 , Chaoqiang Zhao1 , Lu Sheng2 and Yang Tang1

1East China University of Science and Technology
2Beihang University

{haolinyang, zhaocq}@mail.ecust.edu.cn, lsheng@buaa.edu.cn, yangtang@ecust.edu.cn

Abstract
Nighttime self-supervised monocular depth esti-
mation has received increasing attention in recent
years. However, using night images for self-
supervision is unreliable because the photometric
consistency assumption is usually violated in the
videos taken under complex lighting conditions.
Even with domain adaptation or photometric loss
repair, performance is still limited by the poor su-
pervision of night images on trainable networks. In
this paper, we propose a self-supervised nighttime
monocular depth estimation method that does not
use any night images during training. Our frame-
work utilizes day images as a stable source for
self-supervision and applies physical priors (e.g.,
wave optics, reflection model and read-shot noise
model) to compensate for some key day-night dif-
ferences. With day-to-night data distribution com-
pensation, our framework can be trained in an ef-
ficient one-stage self-supervised manner. Though
no nighttime images are considered during training,
qualitative and quantitative results demonstrate that
our method achieves SoTA depth estimating results
on the challenging nuScenes-Night and RobotCar-
Night compared with existing methods.

1 Introduction
Monocular depth estimation plays a key role in several ap-
plications, such as augmented reality [Azuma et al., 2001],
autonomous driving [Menze and Geiger, 2015] and robotic
manipulation [Nadon et al., 2018]. With the usage and devel-
opment of neural networks, like Convolutional Neural Net-
work [He et al., 2016] and Vision Transformer [Dosovitskiy
et al., 2020], deep-learning approaches present impressive re-
sults in this task [Zhao et al., 2020]. Since the self-supervised
framework does not require numerous costly depth-image
pairs during training, it has achieved increasing attention in
recent years. Instead of using ground truth depth labels, the
spatial and temporal geometric constraints from images are
constructed in the self-supervised framework to supervise the
training process. The photometric consistency assumption
is used to build up the main constraint (i.e., the photomet-
ric loss) of self-supervision. Results in [Godard et al., 2019;
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Figure 1: Nighttime monocular estimation results of differ-
ent self-supervised frameworks. Compared with existing domain
adaptation-based methods RNW [Wang et al., 2021] and ADDS [Liu
et al., 2021] and recent large model MonoFormer [Bae et al., 2023],
our result shows superior performance.

Zhao et al., 2022b; Guizilini et al., 2020a; Lyu et al., 2021]
show the effectiveness of classic self-supervised training on
day scenes.

While for nighttime scenes, the complex lighting con-
ditions lead to significant photometric inconsistency within
night-image sequences. And it causes divergence of training.
To alleviate this problem, domain adaptation-based methods
and photometric loss repair-based methods are proposed re-
cently. The domain adaptation-based methods [Liu et al.,
2021; Wang et al., 2021; Zhao et al., 2022a; Vankadari et
al., 2020] apply extra adversarial loss or domain transfer net-
work to make the depth model learn to decouple structure
information and interfering elements. Meanwhile, the pho-
tometric loss repair-based method [Vankadari et al., 2023]
utilizes additional trainable and trained parts to complement
the daytime photometric loss. Although these methods show
improved results compared to the classical self-supervised
framework [Godard et al., 2019], their performance is still
limited by the poor transfer quality of the image transfer
model or the incomplete elimination of lighting effects in the
photometric loss.

In this paper, we suspend the direct application of night-
time images during training since they are an inappropriate
source of self-supervision. Our goal is to train a night depth
network that does not see night images during training, but
only day images, in a self-supervised manner. We achieve
such a design by extracting some principal day-night dis-
similarities and using physical priors to compensate for the
day-image distribution. Focusing on the difference in light-
ing conditions, the dissimilarities in photometric and noise
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distribution are located as two key components. Then, we
build up corresponding modules for simulation. Considering
the wave optics/diffraction effect of light sources as well as
reflections, we propose Brightness Peak Generator (BPG) to
model the difference in photometric distribution. Based on
the shot-read noise model, we build up Imaging Noise Gen-
erator (ING) to model nighttime noise distribution. The joint
application of BPG and ING together with the day-image dis-
tribution results in a fused distribution that has a photometric
and noise distribution close to the night images. The fused
distribution is randomly sampled and used for the training of
the depth network. As shown in Fig. 1, though no night im-
age is seen during training, our method still achieves superior
performance compared to existing nighttime methods.

Our main contributions are summarized as follows: (I) We
propose a nighttime monocular depth training framework that
use day image pairs as the stable source of self-supervision.
(II) Our training framework requires no night images dur-
ing training. We accomplish this design by day-to-night data
distribution compensation. (III) Photometric and noise distri-
butions are located as two key day-night differences. Using
physical priors, we propose two simple but effective mod-
ules to model the differences in these distributions accord-
ingly. Our presented method achieves SoTA performance on
the challenging nuScenes-Night and RobotCar-Night dataset,
though no nighttime images are used in our training frame-
work.

2 Related Work
Estimating depth from a single image is an ill-posed prob-
lem, and deep learning-based frameworks address this chal-
lenge in an end-to-end manner and show promising perfor-
mance [Zhao et al., 2020]. Considering the availability of
precise depth labels in the real world, self-supervised solu-
tions [Zhou et al., 2017; Godard et al., 2019] propose to
use geometric constraints between image sequences instead
of depth labels during training and received increasing atten-
tion recently [Zhao et al., 2020].

Daytime Self-Supervised Framework
Considering the geometric constraints between temporal im-
ages, SfMLearner [Zhou et al., 2017] is proposed to use
monocular image sequences to train the monocular depth
network. During training, a depth network and a pose net-
work are designed to construct the geometric relationship
between images, and a view reconstruction loss is used to
supervise the training process. Based on this framework,
many works are proposed to handle the challenges caused
by occlusions [Godard et al., 2019], dynamic objects [Li
et al., 2021; Lee et al., 2021] and scale ambiguity [Xue
et al., 2020; Wagstaff and Kelly, 2021; Petrovai and Nede-
vschi, 2022]. Meanwhile, some methods [Chen et al., 2019;
Guizilini et al., 2020b; Jung et al., 2021; Ma et al., 2022;
Klingner et al., 2020] introduce and fuse semantic informa-
tion into training to improve the depth estimation perfor-
mance. Many methods [Zhao et al., 2022b; Lyu et al., 2021;
Guizilini et al., 2020a; Yan et al., 2021] try to improve the
depth estimation from the aspect of network architectures.
Most recently, MonoViT [Zhao et al., 2022b; Spencer et al.,

2023] and MonoFormer [Bae et al., 2023] combine both CNN
and Transformer blocks to learn both local and global features
of images, and their results on unseen scenes show the con-
vincing generalization ability of their network.

Nighttime Self-Supervised Framework
Although the above methods show satisfactory depth estima-
tion results, for nighttime scenes, such methods usually failed
during training and testing because of significant day-night
distribution differences. To estimate in the night, many meth-
ods [Liu et al., 2021; Wang et al., 2021; Zhao et al., 2022a;
Vankadari et al., 2020] are proposed to address the challenge
through domain adaptation or photometric loss restoration.
ADFA [Vankadari et al., 2020] succeeds in nighttime training
by domain adaptation on feature space. They train a night-
time DepthNet encoder to learn daytime-like features with
adversarial loss. ITDFA [Zhao et al., 2022a] and ADDS [Liu
et al., 2021] utilize the image transfer-based domain adap-
tation framework. Based on the transferred image pairs,
ITDFA [Zhao et al., 2022a] constrains the training process
on both feature and output spaces, while ADDS [Liu et al.,
2021] tries to learn a better decoupling of the private and in-
variant domains. However, the performance of ITDFA and
ADDS is restricted by the image transfer quality. Defects in
the texture can cause the prediction missing structural details.
In RNW [Wang et al., 2021], an improved priors-based do-
main adaptive on output space is used to regularize nighttime
photometric outliers. However, the significant illumination
inconsistency within poor-quality image sequences is still
out of regularization and causes performance degradation.
WSGD [Vankadari et al., 2023] is the first one-stage method
that directly trains their proposed framework on nighttime im-
age splits. It introduces an Illuminating Change Net, a Resid-
ual Flow Net and a frozen Denoise Net [Huang et al., 2021;
Huang et al., 2022] into monocular training. Instead of apply-
ing domain adaptation, they utilize extra trainable and trained
parts to refine the photometric loss.

Though these methods show nighttime monocular depth
estimation ability, low light and complex light in nighttime
scenes still affect the photometric-based self-supervised train-
ing process. Meanwhile, the benefits of the image transfer
model are limited. In contrast, our method performs data
distribution compensation on day images and does not suf-
fer from the poor self-supervision of night images.

3 Approach
3.1 Data Distribution Compensation Framework
Compensation and Sample
To enable the depth network that sees no night image but gen-
eralizes well to different night scenes, and to take advantage
of the stable self-supervision of day images, we make a com-
pensation on the day-image distribution with day-night dif-
ferences:

Pn = Pd + Pshift,
ILRNt ∼ Pd + P̃shift,

(1)

where Pd and Pn represent the day-image and night-image
distributions, Pshift donates the distribution difference be-
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Figure 2: Overview of our data distribution compensation training framework. The proposed BPG and ING form our compensation
stage, whose simple processes are also visualized in the top right. Note that BPG and ING will not participate in the backward propagation.
Their input and output are detached. The Transformer-CNN hybrid DepthNet, CNN-based PoseNet and CNN-based Illuminating Change
Net (ICN) constitute the trainable part of our framework. The two DepthNets share the same weights during training and the left one are
frozen during the whole training. The images inputting of the pose network part and the loss part will not be pre-processed by BPG and ING,
we discuss this setting in supplementary.

tween them, P̃shift refers to the simulation of some key dif-
ferences, and ILRNt indicates one sample from the fused dis-
tribution.

Physical Priors or Image Transfer

Either physical priors or image transfer technology can be
used to build the fused distribution, Pd + P̃shift. Though
vivid fake night images could be transferred with solid back-
bones and properly partitioned training sets, some key differ-
ences (e.g., differences in photometric and noise distribution)
between day and night could be underestimated in the image
transfer network because no corresponding constraint is made
during their training.

Different from image transfer technology, the use of phys-
ical priors is more controllable, directional and explainable.
It’s also efficient because it doesn’t require additional train-
ing stages or excessive memory costs. Thus, we use physical
priors to model P̃shift. In addition, focusing on lighting con-
ditions, we analyze key day-night differences in Section 3.2
and describe their modeling in Section 3.3 and Section 3.4.

Self-Supervised Training

The proposed framework is trained in a self-supervised man-
ner. Following [Godard et al., 2019; Zhao et al., 2022b],
the combination of photometric loss and edge-aware smooth
loss is used as the main supervision during training, and the
framework is shown in Fig. 2. We use the same Transformer-
CNN hybrid network in MonoViT [Zhao et al., 2022b] as our
DepthNet because of its good performance. Besides, inspired
by [Vankadari et al., 2023], we further consider the potential
illuminating changes between images, and the Illuminating
Change Net (ICN) is introduced to predict the linear per-pixel
illuminating change Ct,t+n and Bt,t+n. In addition, to avoid
poor self-supervision, we make a simple decoupling at the in-
put stage, and the sampled ILRNt is only applied to the input
of the depth network.

3.2 Day-Night Image Differences Analysis
Objects (cars, trees, pedestrians, streets, sky, etc.) in day and
night scenes share the same internal properties and similar
distributions, but when captured objects on images by cam-
era sensors, the reactions of objects and sensors in different
lighting conditions result in dissimilarities in photometric and
noise distribution.

Photometric Distribution
For daytime scenes, the parallel white light from the sun il-
luminates the scene and reflects the color of objects. The
color, intensity and direction of the light are almost ex-
actly the same between images, and the evenly distributed
brightness matches the texture gradient of the objects well
so that the photometric consistency assumption can be built
on daytime images [Godard et al., 2019; Zhao et al., 2022a;
Vankadari et al., 2023]. While for nighttime scenes, dy-
namic/static light sources together with different light colors
result in a highly complex and nonuniform photometric dis-
tribution on the scenes. Besides, on the image coordinates,
the correspondence between the brightness gradient and the
textures fails because the significant brightness peaks caused
by the light sources overwhelm the texture gradient of scenes.

Imaging Noise
Since cameras are not perfect imaging device, it has a lim-
ited dynamic range and introduces noise at most stages of the
imaging process [Chen et al., 2018]. At night, the camera
adjusts the system gain to compensate for the lower number
of input photons, so noise is amplified and appears more pro-
nounced in the raw image [Wei et al., 2020; Wei et al., 2021;
Zhang et al., 2021]. When the noise intensity exceeds the de-
noising capability of the Image Sensor Processor (ISP) [Chen
et al., 2018; Brooks et al., 2019], it will not be negligible in
the output image. Heavy noise distorts the local distribution
and creates fake textures on both foreground and background,
and such fake textures confuse the daytime depth model dur-
ing testing.
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3.3 Photometric Distribution Modeling

In this part, we model the nonuniform photometric distribu-
tion at night by adding additional light sources. The wave
optics/diffraction effect of light source imaging and reflec-
tions are considered in the sampling. Since it makes peaks of
brightness in the original image plane, we call it Brightness
Peak Generator (BPG).

Light Source Sample
Due to the diffraction/wave optics effects [Lipson et al., 2010;
Goodman, 2005], when a point light is viewed through an
aperture that is not an ideal circle or a lens that is stained
or scratched, the imaging results of the light source will
be a combination of glare, streak, and shimmer, instead
of a dot [Dai et al., 2022; Kakimoto et al., 2004]. In
computer graphics, some methods [Kakimoto et al., 2004;
Luidolt et al., 2020] approximate this optical phenomenon by
using the 2D Fourier transform, but the output is uncontrol-
lable and the cost is expensive. Therefore, instead of simulat-
ing the light source image directly, we construct a light source
bank based on Flare7K [Dai et al., 2022] dataset, which is the
only light source dataset with 7000 samples.

When applied, BPG randomly samples a single image from
the light source bank. Then, the image will be scaled to the
standard size which is determined by the long side of It (A
square whose sides are equal to the long side of It ). Simple
image augmentation is further applied to expand the num-
ber of light source images. The scaled and augmented light
source image is used as the standard light source image LS .

3D Position of Light Source
The sampled light source is assumed to be randomly dis-
tributed in the scene. We do not model the location because
it is costly to include precise segmentation information in our
training which requires large trained models.

Firstly, a 2D coordinate pi is randomly appointed as the lo-
cation of the light source. We limit the depth of it, zi, with the
predicted scale depth map (discussed latter in this section). A
up range with higher priority was manually set to 25m as far-
ther light sources produce almost invisible reflection images.
Then, the appointed 3D position will be:

Pi = ziK
−1
I ṗi. (2)

Random Darken
The above light source imaging LS cannot produce signifi-
cant peaks of brightness on the image because the daytime
image is usually well-lit with high brightness. To efficiently
improve the role of LS on the photometric distribution, a
simple random darkening operation is applied. The illumi-
nation scale rate is set to follow uniform distribution, i.e.
sd ∼ U(0.4, 1).

BPG Intensity F
We use the product of the light sources number NF and a
resize scale rate sF as the BPG Intensity F . To enrich outputs
while avoiding numerous aggressive results, a log uniform

distribution is applied to select NF and F :

log sF ∼ U(log smin
F , log smax

F ),

logF ∼ U(logFmin, logFmax),

NF = max(b F
sF

+
1

2
c, 1).

(3)

Following Flare7K [Dai et al., 2022], BPG adds the light
source within the gamma range of gf ∼ U(1.8, 2.2). The
sampled image on current stage, ILt , will be

ILt =

(
(sdIt)

gf +

NF∑
i=1

ss (LS , sF , pi)
gf

)1/gf

. (4)

NF is the total number of light sources, and ss(., ., .) repre-
sents scaling and shifting the sampled LS by the scale rate sF
and the 2D coordinate pi.

Figure 3: Example visualizations of re-rendering. Top: Reflection
images. Bottom: Re-rendered images.

Re-Rendering
Reflections are also one of the important representations of
light sources in the scene, affecting the color and texture of
objects in the image plane. Thus, we build up a re-rendering
submodule within BPG for compensation.

With limited and biased information (3D structure, surface
normal, material, etc) about the scene, we find the popular
used Phong illumination model [Phong, 1975] effective. Note
that only the predicted unscaled depth map D′t, the color
image It, and the camera intrinsic KI are used in the re-
rendering submodule.

Since the predicted depth map D′t differs from the real-
world values by a scale factor s, following [Xue et al., 2020;
Petrovai and Nedevschi, 2022], we use the unscaled cam-
era height to predict the scale factor. By predicting surface
normal from D′t, the unscaled camera height H ′c is estimated
thereafter. Thus, the scale factor will be

s = H ′c/Hc, (5)

where Hc is the actual camera height. With the predicted
scale factor s, the structured point cloud P can be calculated
with

P (u) = sD′t(u)K
−1
I u̇. (6)

We then use predicted depth map D′t to calculate our surface
normal [Tang et al., 2013] and directly use the color image
It to extract coarse material information. Using the struc-
tured point cloud P , surface normal, coarse material of ob-
jects, the color of light source together with the appointed
position, Pi (Eq. 2), we can calculate the reflection image IRi
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with simple but effective Phong illumination model [Phong,
1975]. The sampled image on current stage, ILRt , will be:

ILRt = ILt +

NF∑
i=1

IRi . (7)

The detailed calculation of IRi is shown in the supplementary,
and we give some examples of re-rendering in Fig. 3.

3.4 Imaging Noise Modeling
Heavy noise at night corrupts the local distribution and makes
fake textures. Based on the shot-read noise model [Wei et al.,
2020; Wei et al., 2021], we build our Imaging Noise Genera-
tor (ING) using color images as input.

Noise Model
For a camera imaging system, if without Image Signal Pro-
cessor (ISP), a linear model can generally formulate the digit
sensor raw image [Wei et al., 2020; Feng et al., 2022]:

R∗ = KC +N = R+N, (8)

where C is the number of photon, K donates the overall sys-
tem gain, andN refers to the summation of all physical noise.
In the physical model base image denoising [Wei et al., 2020;
Wei et al., 2021; Zhang et al., 2021], the overall noise N , is
roughly separated into shot noise Np and read noise Nread:

N = KNp +Nread. (9)

Here, Shot noise is caused by the collection uncertainty of
photons, which follows

(C +Np) ∼ P(C). (10)

with P indicating Poisson distribution.
Meanwhile, the composition of read noise is more com-

plex, and Nread is usually assumed to follow a bell-
shape distribution e.g. Gaussian distribution, N (0, σN ) and
Tukey lambda distribution [Joiner and Rosenblatt, 1971],
TL(λTL; 0, σTL). TL is a distribution family that can fit
many bell-shaped distributions, and λTL is used to control the
shape. Applying the linear least squares method, the system
gains K and the variance of the distribution are considered to
be linear in the logarithmic domain [Wei et al., 2020]:

log (σN )| logK ∼ N (aN log(K) + bN , σ̂N ), (11)
log (σTL)| logK ∼ N (aTL log(K) + bTL, σ̂TL), (12)

with aN (aTL) and bN (bTL) being the approximating linear
parameters and σ̂N (σ̂TL) donating the standard deviation of
the unbiased estimation. In ELD [Wei et al., 2020], different
kinds of digit sensors are calibrated with Gaussian distribu-
tion and Tukey lambda distribution respectively and ING ran-
domly samples the calibrations to generate read noise Nread.

From RGB to Simulated Dark Raw Image RLRt
In ELD, shot noise Np is applied on the number of pho-
tons R/K while read noise Nread on raw image R. How-
ever, raw images or the exact inverse ISP are not available in
most daytime datasets. The simplest ISP includes white bal-
ance, binning, denoising, color collection and gamma com-
pression [Chen et al., 2018; Brooks et al., 2019]. Fortunately,

except for denoising and gamma compression, rest operations
can be viewed as approximately linear processes. We con-
sider the gamma compression in ING as it’s strongly nonlin-
ear. Following ELD, we set gn = 1/2.2.

To simulate the low photon count C in the dark, a light
scale factor sn is proposed follows U(100, 300) [Wei et al.,
2020]. Then, the simulated raw image will be

RLRt =
sbit(I

LR
t )1/gn

sn
, (13)

where sbit denotes quantization factor equals to 2bit − 1.

ING Intensity K
According to Eq. 9, Eq. 11 and Eq. 12, system gain K has a
positive relationship with the noise intensity. Therefore, we
appoint K as ING Intensity. Similar in BPG, we make ING
Intensity following the log uniform:

logK ∼ U(logKmin, logKmax). (14)

Finally, with the simulated raw image RLRt , the sampled
shot noise Np and read noise Nread, the output of ING will
be

ILRNt =

(
snR

LR
t +KNp +Nread

sbit

)gn
. (15)

Fig. 4 visualizes some examples of ILRNt .

I
t

I
L
R

t
I
L
R

N
t

Figure 4: Paired visual examples. (Best view with zoom.)

4 Experiments
4.1 Dataset
We construct the self-supervised training process on the
widely used KITTI dataset, and following [Godard et
al., 2019; Zhao et al., 2022b], the KITTI Eigen training
split [Eigen et al., 2014] is used as the training set due to
its high-quality images, and we also regard it as our basic
day-image distribution.

For evaluation, we use the nuScenes-Night test split from
RNW [Wang et al., 2021] and the RobotCar-Night test split
proposed in ADDS [Liu et al., 2021]. And we also follow the
same pre-cropping method proposed in their work.

4.2 Effective Test
Comparisons
We mainly compare our results with four SoTA methods i.e.
DA (Domain adaptation): RNW [Wang et al., 2021], DA:
ADDS [Liu et al., 2021], DA: ITDFA [Zhao et al., 2022a]
and DT (Direct training): WSGD [Vankadari et al., 2023] on
nuScenes-Night and RobotCar-Night, respectively. To make
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Type Method Train on Train Res. Max depth ABS rel↓ Sq rel↓ RMSE↓ RMSE log↓ δ1 ↑ δ2 ↑ δ3 ↑
Test on nuScenes-Night

DT MonoViT[Zhao et al., 2022b] N d&n 640× 320 60 1.726 93.031 30.321 2.183 0.143 0.291 0.437
WSGD[Vankadari et al., 2023] N d&n 640× 320 60 0.663 9.573 15.200 0.755 0.199 0.388 0.567

DA

ITDFA[Zhao et al., 2022a] N d&n 640× 320 60 0.337 4.511 10.118 0.403 0.515 0.767 0.890
RNW[Wang et al., 2021]† N d&n 768× 384 60 0.315 3.792 9.641 0.403 0.508 0.778 0.896
RNW[Wang et al., 2021] N d&n 640× 320 60 0.341 5.516 11.152 0.406 0.531 0.789 0.902
ADDS[Liu et al., 2021] N d&n 640× 320 60 0.299 4.790 10.372 0.371 0.620 0.814 0.907

G

WSGD[Vankadari et al., 2023] R d&n 640× 320 60 0.314 3.567 10.058 0.408 0.520 0.758 0.881
ITDFA[Zhao et al., 2022a] R d&n 640× 320 60 0.362 3.760 10.252 0.441 0.418 0.702 0.867
RNW[Wang et al., 2021] R d&n 640× 320 60 0.376 4.732 11.193 0.506 0.451 0.712 0.835
ADDS[Liu et al., 2021] R d&n 640× 320 60 0.322 4.401 10.584 0.397 0.527 0.786 0.892
MonoFormer[Bae et al., 2023]‡ K 768× 256 60 0.307 3.591 10.162 0.413 0.521 0.762 0.872
MonoViT[Zhao et al., 2022b] K 768× 256 60 0.348 4.144 11.086 0.473 0.417 0.708 0.843
Ours K 768× 256 60 0.259 3.147 8.547 0.344 0.641 0.850 0.928

Test on RobotCar-Night

DT MonoViT[Zhao et al., 2022b] R d&n 640× 320 40 0.513 13.558 9.867 0.479 0.588 0.846 0.918
WSGD[Vankadari et al., 2023] R d&n 640× 320 40 0.202 1.835 5.985 0.231 0.737 0.934 0.977

DA

ITDFA[Zhao et al., 2022a] R d&n 640× 320 40 0.266 3.010 8.293 0.287 0.567 0.888 0.962
ADDS[Liu et al., 2021]† R d&n 512× 256 40 0.233 2.344 6.859 0.270 0.631 0.908 0.962
ADDS[Liu et al., 2021] R d&n 640× 320 40 0.209 2.179 6.808 0.254 0.704 0.918 0.965
RNW[Wang et al., 2021] R d&n 640× 320 40 0.197 1.789 5.896 0.234 0.742 0.930 0.972

G

ITDFA[Zhao et al., 2022a] N d&n 640× 320 40 0.302 3.692 8.642 0.327 0.548 0.852 0.938
ADDS[Liu et al., 2021] N d&n 640× 320 40 0.265 3.651 8.700 0.309 0.640 0.870 0.945
RNW[Wang et al., 2021] N d&n 640× 320 40 0.237 2.958 8.187 0.298 0.683 0.885 0.948
MonoFormer[Bae et al., 2023]‡ K 768× 256 40 0.289 2.893 7.468 0.302 0.543 0.873 0.964
MonoViT[Zhao et al., 2022b] K 768× 256 40 0.253 2.044 6.208 0.269 0.572 0.908 0.977
Ours K 768× 256 40 0.210 1.515 5.386 0.238 0.676 0.936 0.980

Table 1: Effective test on nuScenes-Night [Wang et al., 2021; Caesar et al., 2020] and Robotcar-Night [Liu et al., 2021; Maddern et al.,
2017]. All methods use the same DepthNet backbone unless marked. K, N and R indicate KITTI , nuScenes and Oxford Robotcar dataset. d
and n are daytime and nighttime training splits proposed by RNW [Wang et al., 2021] or ADDS [Liu et al., 2021]. Max depth here indicates
the up range of ground truth depth. Note that no image from the nuScenes or Oxford RobotCar datasets is used during our training and the
applied resolution 768 × 256 is a little smaller than 640 × 320. † means the original reported result in the paper with pure CNN backbone
and Max depth as the clipping up range for the predicted depth (.i.e, a more relaxed approach to evaluation). ‡ donates that the method applies
a much larger Transformer-CNN hybrid backbone for DepthNet (about ×12 of parameters).

Method ABS rel ↓ Sq rel ↓ RMSE ↓ RMSE log ↓ δ1 ↑ δ2 ↑ δ3 ↑
Test on nuScenes-Night

Baseline 0.327 3.740 10.703 0.448 0.451 0.733 0.855
BPG Only 0.264 2.956 9.209 0.371 0.581 0.813 0.914
ING Only 0.268 3.177 9.397 0.371 0.588 0.807 0.909

Full Method 0.259 3.147 8.547 0.344 0.641 0.850 0.928
Test on RobotCar-Night

Baseline 0.242 1.882 5.962 0.261 0.600 0.915 0.979
BPG Only 0.216 1.827 5.986 0.248 0.686 0.920 0.976
ING Only 0.238 1.817 5.882 0.257 0.620 0.920 0.980

Full Method 0.210 1.515 5.386 0.238 0.676 0.936 0.980

Table 2: Quantitative results of pre-processing ablation test. The
baseline in this table is G: MonoViT w. ICN.

a fair comparison, all methods apply the same Transformer-
CNN hybrid backbone [Zhao et al., 2022b] if no further ex-
planation is made. We also provide the G (Generalize to test
set) version result of each DA method for further compar-
isons. In addition, we will release the code upon acceptance.

Evaluation on nuScenes-Night

As shown in Fig. 5, due to the weak interference of ISP on
the digit raw, wave optics/diffraction effects are evident, and
the imaging noise is also visible. Though it provides more
realistic imaging compared to that in RobotCar-Night, it in-
troduces further disadvantages in the photometric loss. Thus,
two DT methods strongly diverge on this dataset.

Meanwhile, our method generalizes well to these unseen
nighttime scenes and outperforms all DA methods though no
image from nuScenes dataset is used in our training. Besides,
our method makes a 13.3% improvement on ABS rel and
17.6% improvement on RMSE compared to the second-best
approach (DA:ADDS).

As shown in the upper portion of Fig. 5, our method out-
performs the second-best and third-best method by a margin
with much fewer prediction outliers. In addition, our method
provides reasonable depth prediction for both dim scenes and
bright scenes.

Evaluation on RobotCar-Night
As shown in Fig. 5, the strong corrective effect of ISP in
RobotCar-Night results in a cleaner image plane compared to
that in nuScnce-Night. The light sources do not image streak
and there is little noise in the sky. Here, we use RobotCar-
Night to test the effectiveness of our method when the wave
optics effect and noise are not significant.

The bottom half of Table 1 shows quantitative results on
RobotCar-Night. Our result still outperforms the second-best
method (DA: RNW) by 15.3% in Sq rel and 8.7% in RMSE,
despite the reduction in ABS rel. Given that Sq rel and RMSE
is sensitive to outlier points, the comparison suggests that the
DepthNet trained by our framework prefers to make fewer
prediction outliers rather than take the risk of making poten-
tially more accurate but radical predictions.

In the bottom portion of Fig. 5, we mark the smearing re-
gions [Ruyten, 1999] that are caused by the CCD (Charge-
coupled-Device) imaging errors instead of the wave op-
tics/diffraction effect. Our method gives a more accurate pre-
diction in these regions compared to ADDS and RNW, which
shows the robustness of our method.

In addition, the comparisons between the top and bottom
halves of Fig. 5 and Table 1 suggest that the performance
of DA: ADDS, DA: RNW and DT: WSGD degrades on
nuScenes-Night. It also reveals that domain adaptation-based
and photometric loss repair-based methods are still limited
by the quality of night images. Meanwhile, using the same
backbone of DepthNet, our method maintains convincing re-
sults on both nuScenes-Night and Robotcar-Night, although
no image from these two datasets is used during training.

Comparison of G Results
In Table 1, we also provide the G results of domain
adaptation-based methods. Their decrease in accuracy
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Figure 5: Qualitative results on nuScenes-Night (First four columns) and RobotCar-Night (Last four columns). We leave more visual
comparisons to the supplementary material. Compare to DA types methods, our training applies no images from the nuScenes or Oxford
RobotCar datasets.

Figure 6: Ablation on BPG. Fmax = 0 indicates the baseline. The
result of BPG with or without re-rendering is shown. (Best viewed
with zoom.)

Figure 7: Ablation on ING. Kmax = 0 represents the baseline.
Result ofN , P , TL, P +N and P + TL is shown.

presents that these methods generalize poorly to unseen night
scenes, while our approach does not suffer from such a draw-
back, and note that no specific nighttime dataset is used as the
target dataset during our training.

In our supplementary material, we provide additional tests
on nuScenes-Day and Robotcar-Day, give a complete qual-
itative comparison on nuScenes-Night/nuScenes-Day and
RobotCar-Night/RobotCar-Day, and offer additional visual
results on other nighttime datasets to further prove the effec-
tiveness of our method.

4.3 Ablation Test on Pre-Processing
Contribution of Each Part
Table 2 shows the contributions of each pre-processing part.
The comparison of different self-supervised training ap-
proaches is left to the supplementary material to further prove
the effectiveness of our training framework.

In nuScenes-Night, compared with the baseline, BPG im-
proves ABS rel by 19.3% and RMSE by 14.0%, and ING im-
proves ABS rel by 18.0% and RMSE by 9.1%. Besides, the
joint application of BPG and ING achieves the best scores

with 20.8% improvement on ABS rel, 20.1% on RMSE and
35.3% on δ1. For RobotCar-Night, the joint application of
BPG and ING still achieves a significant boost with 13.2%
on ABS rel and 9.7% on RMSE.

In addition, Table 2 shows that the joint application of BPG
and ING significantly improves RMSE (7.2% in nuScenec-
Night and 8.4% in RobotCar-Night compared to the second-
best), suggesting that our data distribution compensation ben-
efits on the prediction robustness.

Ablating Into BPG and ING
Fig. 6 visualizes a further ablation study on our BPG. The
experiments show that our re-rendering submodule plays an
important role within BPG. Besides, BPG achieves the best
result when Fmax is set to 2. Meanwhile, Fig. 7 presents
a detailed ablation on our ING. Apart from the standard
groups (P + TL and P + N ), we also test P , N and
TL (Eq. 10, Eq. 11 and Eq. 12) alone. Taken the three metrics
shown in Fig. 7 together, P + TL and P + N still achieve
better performance. According to Fig. 7(b) and Fig. 7(c),
P + TL maintains the most consistent performance as Kmax

changes. In addition, we set Kmax to 1 as ABS rel increases
after Kmax is greater than 1, which suggests that inappropri-
ately high intensity of ING will lead to overly conservative
predictions.

5 Conclusion
This paper proposes a self-supervised monocular depth train-
ing framework for nighttime, which requires no nighttime im-
age during training but day-to-night data distribution com-
pensation. Focusing on day-night lighting differences, dis-
similarities in photometric and noise distribution are located
as two key components. We model the difference in corre-
sponding distributions with the proposed BPG and ING. The
samples from the fused distribution are used for the training
of the depth network. Although no nighttime images were
used during training, our model shows a more convincing per-
formance than those nighttime frameworks, and our presented
self-supervised method provides a new and feasible way for
the nighttime monocular depth estimation task.
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