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Abstract

Point cloud few-shot semantic segmentation (PC-
FSS) aims to segment objects within query samples
of new categories given only a handful of annotated
support samples. Although PC-FSS demonstrates
enhanced category generalization capabilities com-
pared to the fully supervised paradigm, the preva-
lent significant scene discrepancies, which can be
systematically summarized into intra-semantic di-
versity and semantic inconsistency, have posed sub-
stantial challenges to the area. In this work, we de-
sign a novel Dual Enhancement Network (DENet)
to comprehensively tackle different kinds of scene
discrepancies in a coherent and synergistic frame-
work. The proposed DENet enjoys several mer-
its. First, we design a mutual aggregation mod-
ule to reconcile the intrinsic tension between the
support prototypes and query point features, and
the intra-semantic diversity is diminished in a bidi-
rectional manner. Second, the consistent purifi-
cation strategy is introduced to eliminate ambigu-
ous prototypes, thereby reducing the mismatches
brought by semantic inconsistency. Extensive ex-
periments on S3DIS and ScanNet under different
settings demonstrate that DENet significantly out-
performs previous SOTAs.

1 Introduction

Point cloud semantic segmentation, a fundamental task in
computer vision with wide applications in autonomous driv-
ing, robotics, etc, has achieved conspicuous advancements
with the development of deep learning [Long ef al., 2015;
Sun et al., 2023c; Wang et al., 2024; Sun et al., 2023d;
Luo et al., 2023; Mai et al., 2024b]. This progress can be at-
tributed to well-established datasets and elaborately designed
algorithms. However, the inherent category sensitivity of the
fully supervised segmentation models restricts their capacity
to predefined training categories. In pursuit of the human-like
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Figure 1: In PC-FSS, the presence of intra-class diversity and se-
mantic inconsistency create bottlenecks in the area. We introduce
the mutual aggregation module to alleviate intra-semantic diversity
from both the support and query aspects, and the consistent purifi-
cation strategy to mitigate the impact of semantic-inconsistency.

intelligence of recognizing new classes with only a glance,
point cloud few-shot segmentation [Zhao er al., 2021b] (PC-
FSS) is proposed to extend the segmentation model to novel
categories without extensive labeled data collection and time-
consuming model retraining. Specifically, PC-FSS achieves
the segmentation of query point clouds in new classes, which
were previously unseen during the training process, using
only a handful of annotated support samples.

In previous literature, prototypical learning has emerged
as the mainstream paradigm to tackle the PC-FSS. In spe-
cific, these methods [Ning et al., 2023; Zhao et al., 2021b]
concentrate information of the support samples into a set of
representative prototypes to guide the classification of query
points. Despite yielding promising results, the frequently en-
countered significant scene discrepancies result in the proto-
types derived solely from support samples struggling to fur-
nish query points classification with essential cues.

As one of the principal challenges of PC-FSS, the discrep-
ancies between the support and query samples can be sys-
tematically classified into the following two types: intra-
semantic diversity and semantic inconsistency. The former
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primarily originates from categories that concurrently appear
in both support and query samples. (As the foreground cat-
egory “sofa” and background category “desk” in Figure 1).
Although the support prototypes containing co-occurrent in-
formation are capable of aiding in the segmentation of the
query counterparts, they simultaneously risk introducing cog-
nitive biases due to intra-class diversity such as variety of
scale, pose, and so on. While the semantic inconsistency
primarily exists in backgrounds including distinct semantics
(As the “door” and “bed” in Figure 1). The resulting in-
consistent support prototypes may be redundant or even dis-
ruptive to the classification of query points, and the query
background points with the semantics that are absent in sup-
port samples may also be erroneously assigned to the fore-
ground prototypes. To make matters worse, the negative im-
pact of scene discrepancies is inevitably amplified by inbuilt
low-data regimes of few-shot segmentation, leading to sub-
optimal results.

A series of works attempt to resolve the issue by calibrating
the support prototypes with query context [Ning er al., 2023;
Zhu et al., 2023; Zhang et al., 2023]. While these methods
can improve the query-awareness of prototypes in certain sce-
narios, the strategy of indiscriminately aggregating query in-
formation without accounting for different types of discrep-
ancies tends to be highly sensitive to variations in scene com-
position. On the other hand, existing methodologies predom-
inantly focus on unidirectional updating support prototypes,
overlooking the crucial aspect that query features, as the pri-
mary entities of segmentation, also necessitate enhancement
to be more task-aware.

After an in-depth analysis of the above issues, we design
a novel Dual Enhancement Network (DENet), including a
mutual enhancement aggregation and a consistent purifica-
tion strategy, to coherently tackle different kinds of scene
discrepancies by reconciling the intrinsic tension between
the support prototypes and query point features in a bidi-
rectional manner. To deal with the intra-semantic diver-
sity, in the mutual aggregation module (MAM), we enable
bidirectional feature communication between support proto-
types and query features via a sequence of customized atten-
tion layers. Compared to the vanilla cross-attention adopted
in previous works [Ning er al., 2023], the feature interaction
within MAM not only reduces intra-semantic diversity from
both support and query aspects, but also endows the primary
entities of segmentation, i.e., the query features with task-
awareness and clean separation of background/foreground se-
mantics. To deal with the semantic inconsistency, we ele-
gantly design the consistent purification strategy (CPS) to ex-
plicitly eliminate ambiguous prototypes by comparing them
with robust holistic features. Then the refined prediction from
the filtered prototypes is adopted as the pseudo label to im-
pose an additional regularization loss, which encourages the
aggregation process of MAM to concentrate more on seman-
tic consistent features. Moreover, the CPS can be employed
iteratively, and its inherently parameter-free nature enables it
to function as a plug-and-play module in the inference phase.

To recap, our primary contributions are concluded as
follows: (1) We propose the Dual Enhancement Network
(DENet) to tackle different types of scene discrepancies in

1481

a coherent and synergistic framework. (2) We introduce
the mutual aggregation module (MAM) to alleviate intra-
semantic diversity from both the support and query aspects,
and the plug-and-play consistent purification strategy (CPS)
to mitigate the impact of semantic-inconsistency. (3) Exten-
sive experiments show that DENet significantly outperforms
previous SOTAs. The systematic analysis of scene discrep-
ancies in PC-FSS also sheds light on future research from a
more comprehensive perspective.

2 Related Work

3D Point Cloud Semantic Segmentation. With the recent
advances in deep neural networks [Sun et al., 2021; Landrieu
and Simonovsky, 2018; Sun et al., 2023a; Mai et al., 2023;
Sun et al., 2023b; Wang et al., 2023a; Luo et al., 2024;
Pan et al., 2023; Mai et al., 2024a; Xiong et al., 2024], point
cloud semantic segmentation has gained significant attention
as a solution to address the challenges posed by dense pixel-
level annotations. Recently, many deep learning based ap-
proaches [Hu er al., 2020; Huang er al., 2018; Lai et al.,
2022; Wu et al., 2019; Li et al., 2018; Qi et al., 2017b;
Wang et al., 2019; Ye et al., 2018; Zhao et al., 2021a] are pro-
posed to address 3D point cloud semantic segmentation under
fully supervised conditions. PointNet [Qi et al., 2017a] intro-
duces a pioneering point-based method to segment raw point
clouds directly and extract point features with MLPs. De-
spite its simplicity and efficiency, PointNet falls short in cap-
turing essential local information from neighboring points.
DGCNN [Wang et al., 2019] introduces EdgeConv to address
this issue, capturing local point cloud structures through a dy-
namic k-NN graph for long-distance point intersection analy-
sis. In this work, DGCNN serves as the backbone of our fea-
ture extractor to extract local structural characteristics and se-
mantic features. Building upon this, we introduce a novel ap-
proach aimed at addressing the challenges of 3D point cloud
semantic segmentation in a few-shot learning context.

Point Cloud Few-shot Semantic Segmentation. Few-shot
3D Point Cloud Semantic Segmentation transitions tradi-
tional 3D point cloud semantic segmentation into a few-shot
context [Wang et al., 2022; Wang et al., 2023b], equipping
the model with the capability to segment novel classes using
minimal support data. AttMPTI [Zhao et al., 2021b] inno-
vatively applied an attention-aware multi-prototype transduc-
tive inference approach to few-shot 3D point cloud semantic
segmentation, establishing a foundational method in this do-
main for classifying new categories using a limited number
of annotated examples. However, AttMPTI did not fully ad-
dress the gap issue between support and query. Subsequent
works [Ning et al., 2023; Zhu et al., 2023; Zhang et al.,
2023] have utilized information from the query to enhance
the adaptability of support prototypes to the context of the
query. Building upon these prior efforts, our method takes a
step further by addressing the discrepancies between support
and query from two perspectives: intra-semantic diversity and
semantic inconsistency.
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Figure 2: The architecture of the proposed Dual Enhancement Network (DENet). We introduce the mutual aggregation module (MAM) and
the consistent purification strategy (CPS) to tackle different types of scene discrepancies in a coherent and synergistic framework.
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Figure 3: Illustration of the mutual aggregation module.

3 Method

3.1 Problem Definition

Point cloud few-shot semantic segmentation aims to endow
the segmentation model with the ability to rapidly gener-
alize to novel categories with only a few set of labeled
samples. Following previous works [Zhao er al., 2021b;
Ning er al., 2023], we adopt the widely used episodic meta-
training paradigm [Vinyals et al., 2016]. Specifically, consid-
ering two non-intersection sets Dypin and Dieg;, Which possess
non-overlapping target categories (Cain N Crest = 0). A se-
ries of episodes are sampled from Dy, to train our model,
and then we test the trained model on the test set Dy Each
episode, manifests as an N-way K-shot segmentation task
within point cloud data. And each episode is composed of a
support set denoted as S = {(I&", M2"*)}, where T is point
cloud, M is mask, k € {1,--- ,K},n € {1,--- ,N}, and
a query set @ = {(Ig,Mg)}. During each episode in N-
way K -shot scenario, the model is provided with input data
comprising {Ig’k,Mg’k,IQ}, where Ig’k and Mgk repre-
sent the point cloud and mask of the support set, respectively,
and Iq represents the query point cloud. The model predict
the segmentation result for I, which is compared to M, as
the ground truth during validation. During the training phase,
the model is trained to infer the segmentation of the query set
Iq by leveraging the information provided in the support set
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S, guided by the ground truth mask Mg. In the testing phase,
the generalization capabilities of the model are assessed us-
ing tasks derived from Di.s. To simplify the description, we
describe our approach in a 1-way 1-shot setting.

3.2 Overview of Dual Enhancement Network

As illustrated in Figure 2, the proposed DENet follows the
prototypical learning paradigm and mainly focuses on deal-
ing with the misalignment between the support prototypes
P = {(Ps",Pg?9)} originate from support point features
Fs € RV*C and query point features Fq € RV*C. Note
that we adopt the same prototype generation and transductive
inference process as done in [Zhao er al., 2021b] for a fair
comparison without claiming any contribution. DENet syn-
ergistically integrates two components, i.e., Mutual Aggre-
gation Module (MAM) and Consistent Purification Strategy
(CPS), to handle different types of discrepancies. MAM en-
ables the bidirectional feature aggregation to bridge the intra-
semantic gap while preserving the foreground-background
discriminability (Section 3.3). CPS mitigates the negative
impact of semantic inconsistency by eliminating ambiguous
prototypes. (Section 3.4). The details are as follows.

3.3 The Mutual Aggregation Module

Due to the significant intra-class diversity between query and
support samples, the local prototypes derived solely from
support samples fail to comprehensively capture class infor-
mation, thereby proving inefficient as directors for the clas-
sification of query points. We design the MAM to promote
a more holistic object pattern understanding of both the sup-
port prototypes and query features, thus reducing the impact
of the intra-semantic gap. MAM consists of three different
attention modules, namely the support-to-prototype masked
attention module, the query-to-prototype alignment attention
module, and the prototype-to-query attention module.
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Support-to-Prototype Masked Attention. Since proto-
types are obtained by averaging small portions of point fea-
tures [Zhao er al., 2021b], only local and limited informa-
tion is contained. we adopt masked attention layers to ag-
gregate support features to the corresponding foreground or
background prototypes to endow them with a holistic percep-
tion of the category, such as geometric structures. The stan-
dard cross-attention process is formulated as

W (P)Wi(Fs)
VG

where v/C is a scaling factor, Wy, Wy, W, are linear pro-
jections of query, key, and value in the same dimension C.
However, the soft nature of attention makes the process noisy
and less dependable - foreground prototypes might have small
weights distributed in the background features and vice versa.
Inspired by [Cheng er al., 2022], we deploy masked attention
to aid the clean separation of semantics between foreground
and background. In practice, we force foreground prototypes
to focus on the foreground features of the support sample
while directing background prototypes to interact with the
background support features, formally:

W (P)Wi (Fs)
SRS | M ) Wy (Fs) + P,
Ve p)
2

where Mg € {0, —00}"P*¥ determines whether the query p
is allowed(= 0) or not allowed (= —o0) to attend to the ¢-th
feature, defined as:

P = Softmax ( ) W.(Fs)+P, (1)

P = Softmax <

0 if peP® and Ms(i) =1
Moup(psi) =1 0 if pe P2 and Mg(i) =0 -
—o0o  otherwise
3)
In this way, P and P® are restricted to absorbing con-
textual information from the foreground and background re-
spectively. The resulting prototypes P, equipped with task
awareness, also effectively avoid cross-category interference.

Query-to-Prototype Alignment Attention. To enhance
the semantics perception of prototypes from the query per-
spective, thereby reducing the gap between them, we ag-
gregate query category knowledge into P via cross-attention
layers. Considering that the query mask is not accessible,
we introduce an alignment matrix .4 to filter out implausible
matching. Formally:

Wo(P)Wi(Fq)
VC

where /C is a scaling factor, Wy, Wy, W, are linear projec-
tions of query, key, and value in the same dimension C', same
as before but with different weights. The alignment matrix .4
is obtained by

P = Softmax ( + .A) W, (Fq)+P, 4)

0 if i € P and argmaz(j, P) € P2
A(i,j) =4 0 ifi e ng and argmax(j,P) € Pls)g .
—oo  otherwise

&)
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Figure 4: Illustration of the Consistent Purification Strategy(CPS),
which mitigates the semantic inconsistency by evaluating and filter-
ing the support prototypes to increase the reliability and accuracy of
the query point classification.

The alignment matrix ensures the correspondence in feature
aggregation, and the query-to-prototype alignment attention
significantly reduces the intra-semantic diversity between the
prototype and query features.

Prototype-to-Query Attention. In addition to modulating
the support prototypes to approach query samples, we deem
that the query features, as the main entity for the segmen-
tation task, can also be calibrated toward the support proto-
types, forming a bidirectional alignment. To achieve that,
prototype-to-query attention is included to aggregate discrim-
inative prototype features. Specifically, we employ cross-
attention with residual connections to update query features
with prototypes:

Fq = Softmax (VWWI‘(P)) W, (P) +Fq. (6)

VC

The reversed cross-attention layer injects task-related infor-
mation into query features, enabling a more consistent match-
ing process for label prediction.

3.4 The Consistent Purification Strategy

Similar to AttMPTI [Zhao er al., 2021b], we use the graph
relationship between bi-directional enhanced support proto-
types P and query features F to derive the initial prediction
results for each point in the query sample using a label prop-
agation algorithm, denoted as My, € {0, 1},

However, due to the presence of semantic inconsistency,
some of the support prototypes may be redundant or even dis-
ruptive to the label propagation. That is, some background
points of the query may inappropriately correspond to the
support foreground prototypes, and vice versa. Therefore, we
introduce a consistent purification strategy, which evaluates
and filters the support prototypes to reduce the negative im-
pact of semantic inconsistency.

To delve into the correlation between support prototypes
and query samples, we first apply mask average pooling
(MAP) to the initial prediction of query features M;z?red to



Proceedings of the Thirty-Third International Joint Conference on Artificial Intelligence (IJCAI-24)

\ 1-way \ 2-way
Method \ 1-shot \ 5-shot \ 1-shot \ 5-shot

| s° S Mean S° St Mean | S° St Mean S° S!  Mean
ProtoNet 66.18 67.05 6662 7063 7246 T1.55 | 48.39 4998 49.19 57.34 63.22 60.28
MPTI 64.13 6533 64.73 68.68 68.04 6845 | 5227 51.58 51.88 5893 60.65 59.75
AttMPTI 66.27 6941 6784 78.62 80.74 79.68 | 53.77 5594 5496 61.67 67.02 64.35
SCAT 69.37 7056 6996 70.13 7136 70.74 | 5492 56.74 5583 64.24 69.03 66.63
ProtoNet+QGE | 69.39 7233 70.84 74.07 7534 7471 | 4898 52.62 50.8 58.85 6426 61.56
AtMPTI+QGE | 7430 77.62 7596 81.86 82.39 82.13 | 58.85 60.29 59.57 66.56 7946 69.01
Ours 7599 7824 77.11 82.57 84.11 83.34 | 5992 61.88 6090 67.34 7423 70.78

Table 1: Results on S3DIS dataset using mean-IoU metric (%). S* denotes the split 7 is used for testing. The best results are shown in bold

| 1-way \ 2-way

Method \ 1-shot \ 5-shot \ 1-shot \ 5-shot

SO St Mean S St Mean | S° St Mean S St Mean
ProtoNet 5598 57.81 5690 5951 6346 6149 | 30.95 3392 3244 42.01 4534 43.68
MPTI 52.13 57.59 5486 62.13 63.73 6293 | 36.14 3927 3771 4359 4690 45.25
AttMPTI 56.67 59.79 5823 66.70 7029 68.50 | 40.83 42.55 41.69 50.32 54.00 52.16
SCAT 5649 5922 5785 6519 6682 6600 | 4524 4590 4557 5538 57.11 56.24
ProtoNet+QGE | 57.40 59.31 5836 60.83 66.01 6342 | 37.18 3928 38.23 44.11 47.01 45.56
AtMPTI+QGE | 59.06 61.66 6036 66.88 72.17 69.53 | 43.10 46.79 4495 5191 5721 54.56
Ours 6299 6492 6395 6835 7392 71.13 | 44.25 48.57 46.41 53.24 58.86 56.05

Table 2: Results on ScanNet dataset using mean-IoU metric (%). S* denotes the split 7 is used for testing. The best results are shown in bold

obtain the holistic foreground and background information of
the query, denoted as Q® and QP®, respectively.

i My ,(i) - Foli)
Zﬁvzl Mz())red (Z)

Yo (1= MR, (i) - Foli)
Y (=M, 6)

Then, by measuring the average correlation between the
support foreground prototypes P’¢ and the holistic query fore-
ground feature Qfg, denoted as 71, as well as the average cor-
relation between the support background prototypes P8 and
the holistic query background feature Q#, denoted as 75. We
take the minimum of 7; and 73 as the holistic relevance of the
support prototypes to the query samples, which serves as the
prototype purification threshold 7, i.e.7 = min(7y, 72).

Qs : @)

Qe = (8)

RePf = cos(PP¢, Q%) ReP~9P = cos(P", Q%)

RSF-aP — cos(PfE, QPE)  RST-9f = cos(P8, Q%), (9)

7 = AVG(R3f~9f) 7, = AVG(R**~9),  (10)

where the “AVG” denotes the average operation across all
prototypes. We base this on the simple but straightforward
assumption that the foreground-to-foreground similarity and
background-to-background similarity should be higher than

the background-to-foreground or foreground-to-background
similarity.

1 ifie P and cos(i, Q%) < 7
1 ifieP™®and cos(i,Q") < 7
0 otherwise

Cli) = (1)

where C(i) is a judgment function on the it" prototype that
decides whether to keep P* (C(i)=1) or to filter out the in-
consistent P? (C(4)=0). The purified prototypes P are subse-
quently used in label propagation along with the query fea-
tures ]_:“Q to get the refined prediction M;Ted. In addition to
the baseline design cross-entropy loss L. for initial query
prediction Mz?re 4 the CPS introduces an additional regular-
ization loss to encourage the aggregation process of MAM to
focus more on semantically consistent features,

Lreg = C'TossEntropy(MS,.ed, M;,.ed/)7 (12)
and the overall training objective L is defined as:
L=2Lce+ Lyreg. (13)

It should be noted that the CPS not only introduces supple-
mentary regularization loss during the training phase, but also
acts as a plug-and-play module to refine the prediction.

4 Experiments

4.1 Experiment Setup

Datasets. In accordance with previous methods, we eval-
uate the proposed DANet on two commonly 3D few-shot
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MEM CPS mloU S2p Q2P P2Q ‘ mloU Train Infer. ‘ mloU Iter. ‘ mloU
71.33 1 73.84

27 72.17
00 v 72.65 2 74.15

v 72.17 v 74.11
v | 7133 v 218 v | 7384 3 | 7438
v v | 7599 v v v | 7599 v v | 7599 5 | 7438

Table 3: Ablation study on dif-
ferent components.

Table 4: Ablation study on mutual ag-
gregation module components.

Table 6: The results of
iterative inference.

Table 5: Deployment of con-
sistent purification strategy.

Mutual

|:| ii . Aggregation

Consistent
Purification

(a) t-SNE Visualization of
Support Prototypes and Query Features

® Support Foreground prototypes

(b) t-SNE Visualization of
Support Prototypes and Query Features

Support Background prototypes

(¢) t-SNE Visualization of
Support Prototypes and Query Features

Query Foreground Features Query Background Features

Figure 5: t-SNE visualization of two aspects of scene discrepancies, i.e., intra-semantic diversity and semantic inconsistency, and the process
by which the DENet mitigates the discrepancies. More details refer to “Investigation of Dual Enhancement Network”.

Ground Truth

Input point cloud

AttMPTI+QGE Ours

Figure 6: Qualitative results of our method in comparison to the
ground truth and AttMPTI+QGE. The target classes from top to bot-
tom are “bed” (first row, ), “door” (second row, ), “desk”
(third row, brown), and “window” (last row, ).

segmentation benchmarks, S3DIS [Armeni ef al., 2016] and
ScanNet [Dai er al., 2017]. S3DIS contains 272 point cloud
datasets covering indoor areas from three different buildings.
It includes a wide range of indoor environments such as lob-
bies, corridors, offices, and pantries. Each point cloud dataset
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is annotated with 12 different semantic categories, along with
an additional background category to represent various sur-
rounding clutter. ScanNet consists of 1,513 point clouds ex-
tracted from 707 different indoor scenes, and provides a rich
annotation framework with 20 semantic categories for seg-
mentation and an additional class for unannotated regions.
Compared to S3DIS, ScanNet presents a wider variety of
room types, including bathroom and living room, with more
irregular point cloud scenes. In each dataset, the classes are
systematically partitioned into two mutually exclusive sub-
sets, denoted as Sy and S, ensuring no overlap. These
subsets are alternately utilized for cross-validation purposes,
with one serving as the test classes C and the other as the
training classes Cy,i,. Consistent with the preprocessing strat-
egy of previous work, we divide rooms into 1m x 1m blocks,
with 2048 points randomly sampled for each block.

Evaluation Metric. Following previous works [Zhao et al.,
2021b; Ning et al., 2023], we adopt mean-IoU as our evalu-
ation metrics. In our few-shot setting, the mean-IoU is ob-
tained by averaging the IoU over all testing classes Cyey.

Implementation Details. All models are implemented us-
ing the PyTorch framework and trained on one NVIDIA
GeForce RTX 3090 GPU. The feature extraction module is
pre-trained on the training set Dy, for 100 epochs with a
batch size of 32. We use the Adam optimizer with a learn-
ing rate of 0.001 to optimize the pre-trained model. During
episodic training, we initialize the feature extraction module
by loading the pre-trained weights. The initial learning rate is
set to 0.0001 for the feature extraction module and 0.001 for
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the other modules, and the Adam optimizer is used to update
all parameters. The learning rates are halved every 5000 iter-
ations and the batch size is set to 1. Following [Zhao er al.,
2021b; Ning er al., 20231, models undergo 40,000 iterations.
During each iteration, we randomly sample an episode, utiliz-
ing Gaussian noise and arbitrary z-axis rotations to augment
the point clouds in both the support and query sets.

4.2 Comparison with State-of-the-Art Methods

We experimented on two popular benchmarks, S3DIS and
ScanNet, comparing our method with previous PC-FSS meth-
ods in Table 1 and Table 2, respectively. Across various eval-
uation scenarios on both benchmarks, the proposed DENet
consistently outperforms prior advanced approaches, strongly
proving the effectiveness of our method. Specifically, on
ScanNet, our DENet achieves 63.95% and 71.13% mloU for
1-way 1-shot and 1-way 5-shot settings. This performance
represents an improvement of 3.59% and 1.6% over the most
competitive approach, QGE [Ning et al., 2023]. We addition-
ally observed that the enhancements offered by our proposed
DENet are more pronounced on the more complex ScanNet
dataset as compared to the S3DIS dataset. This can be at-
tributed to the greater complexity of scenes and categories
present in the ScanNet dataset, leading to more conspicuous
discrepancies between support and query. Consequently, a se-
ries of results demonstrate that our DENet, developed through
a systematic analysis of scene discrepancies in the PC-FSS
task, exhibits commendable performance and robustness in
handling complex scene scenarios. Figure 6 displays predic-
tion visualizations on ScanNet dataset, illustrating that our
proposed method yields more visually appealing results, in-
tuitively demonstrating the superiority of our approach.

4.3 Ablation Study

In this section, we use AttMPTI as our baseline model and
conduct extensive ablation studies on S3DIS S° split under
the 1-way 1-shot setting to verify the effectiveness of each
component of our DENet, including the mutual enhancement
module and the consistent purification strategy.

Effectiveness of Components. As shown in Table 3, both
mutual aggregation module (MAM) and consistent purifica-
tion strategy (CPS) consistency bring a certain performance
lift compared with the baseline. (1) With the utilization of
MAM, a 5.9% improvement of mloU can be observed, indi-
cating that reducing intra-semantic diversity between support
and query samples can benefit the point cloud few segmenta-
tion task. (2) The introduction of CPS achieves further accu-
racy gains (3.8% in mloU), primarily attributed to the exclu-
sion of prototypes with ambiguous semantics, which helps to
suppress the negative impact of scene discrepancies.

Effectiveness of Mutual Aggregation Module. To per-
form ablation studies on the components of our Mutual Ag-
gregation module, we used the AttMPTI model as our base-
line, while all experiments used the CPS. As shown in Ta-
ble 4, both the Prototype-Support Masked Attention module
and the Prototype-Query Alignment Attention module can
improve the accuracy, indicating that optimizing support pro-
totypes can better align them with the query samples. This is
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consistent with previous methods of updating support proto-
types to improve segmentation performance. By further inte-
grating the Query-Prototype Attention module, we observe a
performance advance of 1.48% mloU, attributed to the mod-
ule’s ability to extract consistent information from the query
perspective and mitigate the negative effects of the semantic
gaps between the query and support point clouds.

Effectiveness of Consistent Purification Strategy. To fur-
ther explore the applicability of CPS, as described in Table 5,
we examine its effectiveness in both the training and testing
phases. The introduce of CPS consistently leads to significant
performance improvements in both training and testing sce-
narios. Furthermore, the use of CPS during both training and
testing further elevates performance. This is because CPS ef-
fectively eliminates ambiguous prototypes and reducing the
impact of category inconsistency on model performance.

Hyperparameter Evaluations. Quantitative experiments
are conducted to explore the appropriate number of iterations.
In Table 6, we compare the performance of different iterations
of the CPS. It can be observed that as the number of purifica-
tion iterations increases, the performance gradually increases
and then converges. To achieve a trade-off between accuracy
and speed, we finally choose a number of iterations of 3.

Investigation of Dual Enhancement Network. In Fig-
ure 5, we employed t-SNE visualizations to concretely illus-
trate two types of scene discrepancies, as well as the process
by which the DENet mitigates them. The intra-semantic di-
versity can be observed from the and magenta
dots in Figure 5 (a). They represent the foreground features
of support and query points belonging to the same category
but are not well aligned. The semantic inconsistency is pri-
marily reflected in the intertwining of background interfer-
ence features with foreground features as shown by the dark-
gray triangles and within the red boxes in
Figure 5 (a). In the presence of scene discrepancies, sup-
port prototypes struggle to effectively guide the classification
of query features. The integration of the mutual aggrega-
tion module (MAM) markedly enhances the intra-class align-
ment, we deem this is reasonable as the adaptive feature com-
munication within the customized markedly alleviates intra-
semantic diversity in a bidirectional manner while preserving
the foreground-background discriminability of corresponding
features. The consistent purification strategy (CPS) further
eliminates ambiguous prototypes and thus effectively sup-
presses erroneous label propagation. The MAM and CPS
synergistically reinforce each other, thereby constituting the
coherent PC-FSS framework DENet, which is capable of ad-
dressing different types of scene discrepancies.

5 Conclusion

In this paper, we propose a novel Dual Enhancement Net-
work (DENet) for point cloud few-shot semantic segmenta-
tion. By systematically analyze the scene discrepancies in
the PC-FSS task, we tailored the MAM module and the CPS
module to respectively address intra-semantic discrepancies
and semantic inconsistencies issues. Extensive experiments
demonstrate the effectiveness of our method.
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