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Abstract

Self-supervised learning (SSL) is capable of learn-
ing remarkable representations from centrally
available data. Recent works further implement
federated learning with SSL to learn from rapidly
growing decentralized unlabeled images (e.g., from
cameras and phones), often resulting from privacy
constraints. Extensive attention has been paid to
designing new frameworks or methods that achieve
better performance for the SSL-based FL. How-
ever, such an effort has not yet taken the security
of SSL-based FL into consideration. We aim to
explore backdoor attacks in the context of SSL-
based FL via an in-depth empirical study. In
this paper, we propose a novel backdoor attack
BADFSS against SSL-based FL. First, BADFSS
learns a backdoored encoder via supervised con-
trastive learning on poison datasets constructed
based on local datasets. Then, BADFSS employs
attention alignment to enhance the backdoor effect
and maintain the consistency between backdoored
and global encoders. Moreover, we perform em-
pirical evaluations of the proposed backdoor at-
tacks on four datasets and compared BADFSS with
four existing backdoor attacks that are transferred
into federated self-supervised learning. The ex-
periments demonstrate that BADFSS outperforms
baseline methods and is effective under various set-
tings.

1 Introduction

Self-supervised learning (SSL) [He et al., 2020; Chen et al.,
2020a; Hjelm et al., 2018], which generally utilizes Siamese
structure aiming at minimizing distances between positive
pairs, paves a new way to effectively learn representations
from large amounts of unlabeled data. SSL has demon-
strated remarkable performance in various domains, e.g., ob-
ject detection, segmentation, and pose estimation, owing to
their strong representation learning capability in representa-
tion learning. Traditionally, participants conduct SSL in a
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Figure 1: Framework of federated self-supervised learning

centralized manner. However, substantial unlabeled data are
distributed over different devices and participants in the real
world. Due to growing privacy concerns, strict data protec-
tion regulations, and fierce business competition [Custers et
al., 20191, it is impractical to assemble data belonging to dif-
ferent organizations and centrally train a model.

Federated learning (FL) [McMahan et al., 2017; Yang
et al., 2019] is a distributed learning paradigm that works
on isolated data. In FL, clients can collaboratively train
a shared global model under the orchestration of a central
server while keeping the data decentralized. As such, apply-
ing SSL in FL is a promising solution for privacy protection.
Besides, the rapidly growing amount of unlabeled data gener-
ated from edge devices, accelerated the evolution of central-
ized self-supervised learning into federated self-supervised
learning (FSSL) [van Berlo er al., 2020; Zhuang et al., 2020;
Zhuang et al., 2021], where feature representation benefi-
cial for downstream tasks can be fully learned from decen-
tralized unlabeled data [Yan er al., 2020]. Fig. 1 presents
the overview of the universal FSSL framework. It comprises
an end-to-end training pipeline with the following steps: 1)
Each client k£ conducts local training on unlabeled data Dy
with an online encoder and target encoder; 2) After train-
ing, client k uploads the online encoder W, to the server;
3) The server aggregates received encoders to obtain a global
encoder Wy;opq1; 4) Each client update their online encoder
with the global encoder for next round training.

However, existing studies on FSSL mainly focus on de-
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signing new algorithms to pre-train encoders that achieve bet-
ter performance for various downstream tasks, leaving the se-
curity of FSSL in adversarial settings largely unexplored. In
this paper, we aim to bridge the gap through a deep explo-
ration of backdoor attacks in FSSL. Specifically, one or sev-
eral attackers aim to plant backdoors in their local encoder
such that the backdoored encoder will be aggregated into the
global encoder. When the global encoder is used to build
for downstream tasks, the backdoored downstream classifier
predicts every input embedded with an attacker-chosen trig-
ger as the corresponding attacker-targeted class. Here, we il-
lustrate that the traditional supervised backdoor attack meth-
ods are not applicable in FSSL due to the differences in op-
timization objectives, resulting in supervised-trained models
can not be aggregated with models trained in self-supervised
manners [Saha et al., 2022; Liu et al., 2022; Jia et al., 2022;
Zhang et al., 2022a]. Thus, transferring the existing central-
ized backdoor attacks for self-supervised learning to the fed-
erated learning scenario seems to be a more feasible way.
Attacks in SSL. Current attack methods in SSL can be
mainly categorized into two types: data-level attacks and
model-level attacks. @Data-Level. At the training stage,
trigger-embedded inputs are randomly cropped into two
views, whose feature outputs are pulled closer together, thus
associating trigger features with the normal features of tar-
get samples. Such data-level attacks rely on the fact that one
view contains triggers while the other does not to better learn
trigger features [Saha et al., 2022; Liu et al., 2022]. However,
the randomness of cropping cannot guarantee that this situa-
tion will consistently occur. To tackle this problem, [Zhang
et al., 2022a] design a novel backdoor dataset construction
method to maximize the probability of triggers appearing in
only one view. But both of the above methods will fail when
an adaptive defender deliberately avoids random cropping.
More fundamentally, it reveals the unstable and Inefficient-
ness of learning the backdoor trigger feature through SSL.
@OModel-Level. The adversary aims to manipulate the clean
pre-trained image encoder to forge a backdoored version so
that any downstream classifier built on the backdoored en-
coder will inherit the embedded backdoor logic [Jia et al.,
2022]. However, the malicious manipulation will inevitably
cause degradation in the performance on clean input though
the adversary manages to design some constraints to keep it.
The presence of interference in the encoder leads to a shift
in emphasis toward trigger features, resulting in a misalign-
ment in direction between backdoored encoder and the global
encoder. This misalignment has a profound impact on the
significance of the backdoored encoder within the encoder
aggregation process. Consequently, the backdoor is unable
to maintain its persistence in the global encoder due to this
reduced importance. Overall, how to ensure the stealthiness
and persistence of the backdoor in the global encoder is a
crucial and pressing factor for the success of backdoor FSSL.
Our contributions. To this end, we proposed BADFSS,
the first backdoor attack to federated self-supervised learning,
which aims to learn a backdoored encoder and ensure that the
global model can simultaneously inherit the backdoor behav-
ior. Specifically, BADFSS constructs the backdoor dataset
exploiting the local dataset and learns a backdoored encoder
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via supervised contrastive learning. To avoid the backdoored
encoder being detected as abnormal and improve the persis-
tence of backdoor behavior in the global model, BADFSS
employs attention alignment to enhance the consistency be-
tween backdoored and global encoders.

In summary, this paper makes the following contributions:

¢ To the best of our knowledge, we are the first to explore
backdoor attacks against federated self-supervised learn-
ing. Correspondingly, we propose BADFSS, an efficient
and stealth backdoor attack method.

We construct the poison samples using local datasets and
learn the backdoor features by supervised contrastive
learning. Additionally, we introduce attention align-
ment mechanism, which alignment the attention be-
tween the backdoor model and global model to improve
the stealthiness and persistence of backdoor patterns.

We conduct a comprehensive evaluation of our method
on four public benchmarks: CIFAR10, GTSRB, CI-
FAR100, and Tiny-Imagenet. The experimental results
demonstrate that our method significantly surpasses the
performance of existing backdoor attacks and also ap-
pears effective under various settings. Furthermore, we
delve into the potential countermeasures against our at-
tack and deduce that current defensive mechanisms are
inadequate, highlighting the urgent demand for tailored
defenses.

2 Related Work

2.1 Self-supervised Learning

Self-supervised learning has emerged as a promising method
for learning better feature representation without supervision
from labels. Among them, contrastive learning, e.g., MoCo-
v2 [Chen et al., 2020b], SWAV [Caron et al., 2020], SimCLR
[Chen et al., 2020al, and MSF [Koohpayegani et al., 2021],
which rely on Siamese networks to minimize the similarity
of two augmented views (positive pairs) and maximize the
difference between two different images (negative pairs), has
become a promising principle. Another line of work, e.g.,
BYOL [Grill et al., 2020] and SimSiam [Chen and He, 20211,
even bypasses negative pairs and contrasts only positive pairs,
employing stop-gradient operation to avoid trivial solutions.
Recently, several works [van Berlo er al., 2020; Zhuang et
al., 2020; Zhuang et al., 2021] that consider SSL in FL are
proposed to tackle data heterogeneity.

2.2 Backdoor Attacks in Federated Learning

Pioneering research on backdoor attacks against federated
learning systems [Fung et al., 2018; Bagdasaryan er al., 2020;
Zhang et al., 2024a] involves injecting backdoor patterns by
training local models on poisoned datasets and then aggre-
gating them into the global model. More advanced backdoor
threats employ various techniques such as parameter clipping
of the poisoned local model [Baruch ef al., 2019] or min-
imizing backdoor objectives and stealth metrics to achieve
stealthier attacks [Bhagoji et al., 2019]. Furthermore, it has
been demonstrated that model robustness to backdoors im-
plies increased resilience to adversarial examples and pro-
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posed edge-case backdoors [Wang et al., 2020]. Alterna-
tively, DBA [Xie et al., 2019] decomposes the trigger pattern
into sub-patterns and distributes them for several malicious
clients to implant. However, all of these approaches focus
primarily on supervised FL. We are the first to explore the
backdoor attack against FL in the self-supervised scenario.

3 Threat Model

FL has emerged as a viable solution for implementing ma-
chine learning on users’ devices such as smart speakers, cars,
and phones. Its inherent capability to accommodate thou-
sands or even millions of users, without strict eligibility re-
quirements, has opened up new avenues for potential attacks
[Nguyen et al., 2024; Zhang et al., 2024b]. The data privacy
guarantees among the clients in FL provide an opportunity
for local clients to modify their training data or even craft the
local model without raising suspicion. Additionally, current
FL frameworks lack mechanisms to verify whether clients
performed the local training correctly [Zhang et al., 2022b].
Consequently, malicious clients can intentionally submit their
models trained for the assigned task but also contain backdoor
patterns.

Adversary’s goals. The primary goal of the attacker is to
inject a backdoor into an SSL encoder so that when the en-
coder is used as a backbone for a downstream task, the clas-
sifier is backdoored and produces the attacker-desired predic-
tions for the trigger-embedding inputs. In supervised scenar-
i0s, adversaries can achieve their goal by modifying the labels
of poisoned samples to their target class, thereby associating
the trigger with the target class. However, SSL methods do
not rely on labels as supervisory signals during the training
procedure. Therefore, we try to establish the correlation be-
tween triggers and target class features. Intuitively, we expect
the backdoor encoder F” to produce similar embeddings for
any trigger-attached sample x + A and samples in the tar-
get class Tiarget € Xtarget- This adversarial objective of the
adversary k in round ¢ can be formulated as follows:

F/ t (I’ + A) ~ Fllufk (xtarget) (l)

U}k

Moreover, in FL scenarios, the adversary aims to make the
global encoder inherit the backdoor pattern. So we need fur-
ther achieve two goals, i.e., stealthiness and persistence.
Stealthiness Goal: The adversary expects the backdoor en-
coder to be aggregated into the global model without being
detected. The backdoored model should appear benign dur-
ing normal training and maintain performance on clean data.
Persistence Goal: The backdoor pattern should persist across
multiple rounds of FL. Even if the backdoor encoder is re-
trained or adjusted, the backdoor should remain active and
effective. The attacker aims to ensure that the backdoor func-
tionality is retained without being compromised or removed.

Adversary’s background knowledge. The adversary pre-
tends as a benign participant and possesses certain knowledge
related to the FL system, including @The attacker has knowl-
edge about model structure, and a global model for each it-
eration.®The attacker has access to the clean dataset as the
local dataset.

Adversary’s capability. The capabilities of the adversary
include: @The adversary can freely modify their own local
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dataset, such as embedding triggers into the samples, tamper-
ing with labels, and so on. ®The adversary can take control
over the training process of local encoders and can embed a
chosen trigger at a random location on samples from a partic-
ular class. ® The adversary can masquerade as contributors
and surreptitiously submit their manipulated models while re-
ceiving the global model from the server.

4 Design of BADFSS

Fig. 2 depicts the framework of our methodology, which is di-
vided into two stages: backdoor injection and attention align-
ment. In the first stage, we begin by constructing backdoor
samples and implanting the backdoor in the encoder via su-
pervised contrastive learning. In the second stage, we ensure
the persistence and stealthiness of the backdoor after it has
been aggregated into the global model by employing atten-
tion alignment.

4.1 Backdoor Injection

Backdoor Dataset Injection

As one of the participants in FL, the adversary possesses per-
sonal local datasets that do not have labels. We embed a cho-
sen trigger at a random location on samples from a particular
class, which is the adversary target class. Moreover, we la-
bel part of local data on the adversary client to make features
of different classes form more robust clusterings of represen-
tation space and further enhance the trigger feature. Note
that we only provide supervision signals that which sam-
ples belong to the same class to narrow the distance between
them rather than directly associate the samples with the spe-
cific labels since we have no knowledge of the downstream
task. Finally, we mixed the labeled samples with the trigger-
embedded samples to obtain the poisoned dataset D,,.

Backdoor Representation Learning

After obtaining the backdoor dataset, we hope to learn a back-
door encoder on this dataset. Although the training process
of local participants disguised by attackers is not monitored,
which means that we can design local models and specify
training rules at will, we still follow the FL protocol to learn
backdoor representations in an SSL way to ensure the sta-
bility and effectiveness of the backdoor. The components of
the backdoor encoder are consistent with the general SSL en-
coder. Below, we elaborate on each component and detail
how to learn backdoor representation.

Data Augmentation. Given any input sample x, we gener-
ate two random augmentations, & = Aug(z), each of which
represents a different view of the data and contains some sub-
set of the information in the original sample. In general, the
features of the trigger are learned more stably when a trig-
ger appears in one view and is not included in another view.
Different from data-level backdoor attacks, which can not in-
terfere with the process of representation learning, we can
design a trick to achieve this in FL. For the backdoor input,
we tamper with the way of augmentation to make the trigger
only appear in one view.

Feature Encoder. Complying with the FL protocol, the ad-
versary employs the same structure with the initial global en-
coder as a backdoor encoder. The structure of the global en-
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Figure 2: Framework of BADFSS.

coder is determined by a specific FL task. However, the main
function of the encoders is to extract the representation of the
inputs no matter what the architectures of the encoder use.
Note that the framework of FSSL can easily integrate any
type of encoder since it is agnostic to the architecture of the
feature encoder.

Projection Head. To improve the representation quality of
the feature encoder as well as the convergence of contrastive
learning, we add a projection head g consisting of a Multi-
Layer Perception (MLP) [Suter, 1990] with a single hidden
layer, to map the embeddings learned by the feature encoder
into a low-dimensional latent space to minimize the con-
trastive loss. At the end of contrastive learning, the projection
head g will be discarded, and the well-trained feature encoder
f is frozen (i.e., containing exactly the same number of pa-
rameters when applied to specific downstream tasks).
Contrastive Loss. In order to not degrade the encoder’s abil-
ity to extract normal features while learning backdoor fea-
tures, we conducted self-supervised contrastive learning on
all samples and supervised contrastive learning [Khosla e al.,
2020; Cao et al., 2024] on backdoor samples. Normally, for
a set of N randomly sampled samples from the whole dataset
(including the backdoor dataset) {z }x=1,..., N, data augmen-
tation is applied to obtain the corresponding augmented sam-
ples consisting of 2N views, {Z;};=1,... an, Where Zoj,_; and
Top are two augmented views of z;. Then, these augmented
views are arranged in the mini-batch B to compute the self-
supervised contrastive loss:

»Cself = é Z —lOg

exp(2i - 2j(i)/T)

, > exp(zi - 2a)T) @
ieB aCA(i)
Here, z; = ¢(f(%;)) represents the low-dimensional em-

bedding of the augmented views, - denotes the inner (dot)
product, 7 € RT is the temperature parameter to scale the
loss, and A(:) = B\{i}. ¢ € B = {1,---,2N} is the
anchor index of an arbitrary augmented sample and j(i) is
the index of the other augmented sample originating from the
same source, where j(i) is called the positive and the other
2(N —1) indices (k € A(i)\{j(?)}) are called the negatives.

The backdoor dataset, labeled by the adversary and added
triggers in the adversary-desired class (Section 4.1), is mixed

551

with the clean dataset for self-supervised learning. Mean-
while, the labeled backdoor samples are separately calculated
loss to enhance the representation of backdoor features. Let
B,, be the set of the augmented views for all backdoor sam-
ples in the batch, where B,, corresponds to the subset of B.
Inspired by supervised contrastive learning, the backdoor en-
hances loss is formally written as follows:

Z log

pEP(i)

exp(z; - zp/T)

2. exp(zi- 2a/T)
acA(i)
3)

where P(i) € A(i) is the set of indices of all other posi-
tives in the same batch that hold the same label as x;, and
|P(i)] is its cardinality. Compared with the self-supervised
contrastive loss that only one positive of the anchor (i.e., the
other augmented views of the same sample) functions, the
major difference in supervised loss is that all positives of any
anchor in a batch including the augmentation-based sample
as well as any of the remaining samples with the same label
contribute to the numerator. Since the target class in back-
door datasets all contain triggers, such a loss encourages the
encoder to make trigger representations align with all repre-
sentations from the target class. Thus, backdoor and target
sample features form robust clustering of the representation
space, meaning that backdoor features are effectively learned.
The overall representation learning loss is:

‘Ctotal = (1 - A)Eself + AEposion

1 -1
L si = — —_—
oo = By 2 TP

“4)
where ) is a hyperparameter to balance the two loss terms.

4.2 Attention Alignment

Feature Map

Generally, the attention map highlights the regions or ele-
ments that the model considers significant for the given task.
For a feature encoder, the attention map typically works by
capturing the importance or relevance of different spatial lo-
cations within the encoded feature representation [Cao erf al.,
2022]. In other words, the attention map reveals the most
critical features extracted by the encoder for an input. For-
mally, given an encoder G and an input X, let F! = G!(X) €
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REXHXW be the [-th lay activation map, where C', H, and W
are the dimensions of the channel, the height, and the width of
the feature map respectively. Taking the 3-dimensional F' as
input, we extracted the attention feature, which is a flattened
2-dimensional tensor, through an attention operation function
A REOXHEXW _ RHEXW = ngpired by [Komodakis and
Zagoruyko, 2017], the formulation of the attention operator
is as follows:

&)

c
ZIFl

Here, C is the number of the channels of F*, and FLl is the ith

chancel of F!. Aj;(F;) takes mean over all the channels of
the F; to aligns activation centre of different chancels.

Optimization Objective

We aim to ensure the stealthiness of the backdoor in the local
encoder so that the crafted encoder will not easily be detected
as malicious by the server. Meanwhile, the effectiveness of
the backdoor should be maintained to make sure the global
model will inherit the backdoor pattern persistently. There-
fore, we require that the representation of the backdoor en-
coder aligns with that of the global model, during which the
backdoor representation should not degenerate. The attention
alignment loss at the [-th layer of the encoder, which is used
to measure the distance of the attention map between two en-
coders, is defined as follows:

L

| Tepresents the attention map of encoder G at the

Al
I,

l
Ag,

DainFl aFl. = -
lg(G1 Gz) ||AlG2

(6)

ll2 2],

where AL,
[-th layer,]| - ||2 is the Ly normalization and m denotes the
normalization of attention map.

Specifically, the attention of the local encoder at each layer
on the samples without triggers is required to be aligned with
the global encoder. Such a setting ensures consistency be-
tween the backdoor encoder and the global model, thereby
improving the stealthiness of the backdoor. However, during
the alignment process, the backdoor pattern in the backdoor
encoder will inevitably degrade. To tackle this challenge, be-
fore the alignment process, we copy and frozen the backdoor
encoder and make the attention of each layer of the backdoor
encoder on the trigger-embedded sample is aligned with that
of the frozen encoder. Formally, the total loss is defined as
follows:

N

“F,Dalign(FG,mzm (LL' + A)7 FZGLO(:

Mx

l
alzgn Fquobn,l (LL'), FGZoca,z (aj))

2T+ 4))]

where F(l; , Fé , and Fé are the [-th lay acti-
global frozen local

vation maps of global encoder, frozen encoder, and local en-

coder respectively. Finally, the aligned local encoder is up-

loaded to the server and aggregated into global encoder so

that the global encoder will inherit the backdoor pattern.

‘Calign =E;~p

(N
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5 Evaluation

In this section, we evaluate BADFSS from different perspec-
tives. First, we compare its performance with state-of-the-art
SSL backdoor attacks, which are implemented in FL. Then,
we measure the effectiveness of BADFSS under various SSL
and FL settings. Finally, we do ablation studies to find out
how the parameters influence the performance of BADFSS.

5.1 Experimental Setup

Datasets and Federated Setting. We conduct experi-
ments on four public datasets, i.e., CIFAR-10 [Krizhevsky
et al., 2009], GTSRB [Stallkamp et al., 2012], CIFAR-100
[Krizhevsky ef al., 20091, and Tiny-ImageNet. CIFAR-10
and CIFAR-100 both contain 50,000 training images and
10,000 testing images. The former contains 10 classes and
the latter contains 100 classes with an equal number of im-
ages per class. GTSRB contains 51,800 traffic sign images in
43 categories, which are divided into 39,200 training images
and 12,600 testing images. For Tiny-ImageNet, it is in 200
categories and contains 100,000 training images and 10,000
testing images. To simulate federated settings, we equally
split a dataset into K clients. For IID simulation, each client
contains an equal number of images of all classes. For Non-
IID simulation [Zhu et al., 2021], we follow prior art that
models Non-IID data distributions using a Dirichlet distribu-
tion Dir(a), where a smaller « indicates higher data hetero-
geneity.

Implementation Details. We implement BADFSS in Python
using PyTorch framework. To simulate federated learning,
we train each client on one NVIDIA V100 GPU, where
the clients communicate with the server through PyTorch
backend. Unless otherwise mentioned, we use MoCo-v2
as the default self-supervised learning algorithm and em-
ploy ResNet-18 [He et al., 2016] as the default architec-
ture network for the encoders. Moreover, we use a two-
layer multi-layer perceptron (MLP) as a predictor. Follow-
ing previous work [Zhang et al., 2020; Zhuang et al., 2020;
Zhuang et al., 2021], we use decay rate m = 0.99, batch size
B = 128, SGD as optimizer with learning rate = 0.032 and
run experiments with K = 5 clients (one is malicious and the
poison ratio is 1%) for R = 100 training rounds, where each
client performs E = 5 local epochs in each round. Data aug-
mentation for contrastive learning includes random cropping
and resizing, random color distortion, random flipping, and
Gaussian blurring.

Evaluation Metrics. We evaluate the performance of the
models on a downstream supervised task following linear
evaluation protocol [Zhai et al., 2019; Chen et al., 2020a].
Specifically, we first train a global feature encoder on datasets
without labels in federated settings. Then, we freeze the
encoder and train a new linear classifier using a small la-
beled subset of the datasets (1% or 10%). Note that the poi-
soned samples in the training dataset are distinct from the la-
beled samples used for linear classifier training. Furthermore,
we used Model Accuracy (ACC), and Attack Success Rate
(ASR) to evaluate our BADFSS. ACC is the accuracy of the
main classification task on clean samples and ASR represents
the ratio of samples embedded with triggers that are misclas-
sified as the labels specified by attackers. A well-performed
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Dataset Non-attack BASSL PoisonedEncoder | CorruptEncoder | BadEncoder | BADFSS
ACC ACC ASR | ACC ASR ACC ASR ACC ASR | ACC ASR
CIFAR-10 0.01 77.43 72.73 39.23|70.13 46.51 69.89  58.52 |66.19 68.61 |76.64 99.64
0.1 81.01 75.59 31.51|74.34 42.37 72.56  49.23 70.52 60.35 | 80.45 96.05
GTSRB 0.01 85.12 81.87 42.05|83.29 41.94 80.46  54.71 79.88 70.31 | 84.92 94.92
0.1 90.67 88.69 35.05 | 86.79 38.64 87.71 50.15 80.47 67.94 | 88.92 90.35
CIFAR-100 0.01 32.56 29.52 41.20 | 27.85 33.05 2834  48.12 | 25.93 58.39|31.92 93.92
0.1 47.03 31.62 29.28 | 43.27 34.12 40.51 42.31 31.04 5536|4691 90.91
Tiny-Imagenet 0.01 19.21 17.15 30.16 | 18.44 38.85 1837 51.24 17.58 61.4520.71 89.71
0.1 24.14 20.42 31.57 | 18.51 37.92 20.79  41.79 19.87 61.28 | 23.13 85.13
Table 1: Performance of BADFSS compared with baseline attacks on four datasets.
backdoor attack should significantly maximize the ASR while Loo/ EEACC WEASR 100] EEEACC EEEASR
maintaining a high ACC.
Baseline. To our best knowledge, BADFSS is the first back- 90 90+
door attack against FSSL. We thus transfer four centralized- 80/ 801
scenario backdoor attacks against SSL to FL, i.e., BASSL
[Saha et al., 2022], PoisonedEncoder [Liu et al., 2022], Cor- 701 701
ruptEncoder [Zhang et al., 2022al, and BadEncoder [Jia et 60/ 60/

al., 2022], where the first three are Data-Level attacks, while
the latter is Model-Level attack. For these attacks, we fol-
low the original implementation of each algorithm. Note that
we use the samples, from the same dataset, as the reference
dataset and shadow dataset, which are used in PoisonedEn-
coder, CorruptEncoder, and BadEncoder. Such settings make
a contribution to improvement in the performance of Poisone-
dEncoder, CorruptEncoder, and BadEncoder.

5.2 Comparison Results

Table 1 reports the performance of BADFSS compared with
four baseline backdoor methods. We consider two SSL evalu-
ation settings: 1% or 10% labeled datasets, on which we train
a new classifier for 100 epochs. Besides, the column “Non-
attack” is listed as the original baseline without any attack
and the best results are in Bold.

The experimental show that BADFSS achieve over 85%
ASR on the four benchmark datasets, which outperforms the
other three methods. As Data-Level attacks, BASSL, Poi-
sonedEncoder, and CorruptEncoder in FL show relatively low
performance. Such results validate our viewpoint that learn-
ing the trigger feature on a large amount of unlabeled data is
unstable and inefficient. For the BadEncoder, a Model-Level
attack, although it achieves higher ASR through manipulat-
ing the clean model to the backdoored version, it damages
the consistency between the local model and global model,
resulting in low ASR when aggregated into a global model.
Overall, all the attack methods in the experiments lower the
ACC of the global model, where BadEncoder causes the most
significant drop while BADFSS maintains the decline to a low
level. To our analysis, it is thanks to attention alignment that
can reduce the difference between local and global models
meanwhile keep the model performance on clean data.

5.3 Impact of Self-supervised Learning Settings

Encoder architecture. Fig. 3(a) shows the impact of dif-
ferent encoder architectures. We employ three commonly
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(a) Impact of encoder architec-
ture.

(b) Impact of batch size.

Figure 3: Performance evaluation of the proposed BADFSS with
different encoder architecture and batch size.

Method\MoCo-v2|SwAV|SimCLR|MSF |BYOL|SimSiam
ACC 80.45 |81.99| 79.47 |80.24| 83.25| 80.93
ASR 96.05 [97.98| 93.44 |93.60/90.50 | 92.74

Table 2: Performance of BADFSS under different SSL. methods.

used model architectures, i.e., ResNet-18, ResNet-50, and
WRN-50-2. The experiments are performed on CIFAR-10.
Intuitively, the experimental results are within expectation.
Though the ACC varies with the encoder architectures, the
ASR of BADFSS is nearly relevant to that, where ASRs all
reach over 96% and are little difference.

Batch size. We investigate the impact of batch size in
Fig. 3(b), where the pre-training dataset is CIFAR-10. For
the ACC, the performances of batch sizes B = 128 and B =
256 are similar, outperforming the other batch sizes. It indi-
cates that the batch size should not be either too small or too
large. However, the ASR nearly has nothing to do with the
batch size since the ratio of poison data is relatively small,
and the supervised contrastive learning makes contributions
to the learning of backdoor features.

SSL algorithm. In general, the FSSL framework is ag-
nostic to different SSL methods, meaning that it can easily
integrate any SSL mode. A well-performance attack method
should be compatible with different self-supervised scenar-
ios. Therefore, we explore the performance of BADFSS
against FSSL with six types of SSL methods, i.e., MoCo-
v2, SWAV, SimCLR, MSF, BYOL, and SimSiam, where the
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. Non-attack BADFSS
Datasets Setting ACC ACC | ASR
a=0.05 64.09 62.78 | 90.12
CIFAR-10 a=0.1 73.85 73.04 | 94.77
a=10 81.01 80.45 | 96.05
a=0.05 75.96 74.94 | 83.95
GTSRB a=0.1 82.42 80.98 | 85.32
a=10 90.67 88.92 | 90.35
o =0.05 39.09 36.78 | 85.12
CIFAR-100 a=0.1 46.85 46.04 | 87.77
a=10 47.03 46.91 | 90.91
o =0.05 17.96 18.94 | 84.95
Tiny-Imagenet | o =0.1 20.42 19.98 | 83.32
a=10 24.14 23.13 | 85.13

Table 3: Performance of BADFSS under Non-IID settings.

first four are contrastive types, while the latter two are non-
contrastive types. One may hypothesize that BADFSS will
not be successful when the SSL methods are non-contrastive
type since BADFSS learns a backdoor encoder in supervised
contrastive learning. Such an encoder may conflict with other
encoders trained in non-contrastive type. From Table 2, we
can see that this situation did not occur, and BADFSS still
achieved high ASR under six SSL methods. To our analysis,
it is thanks to the adaptive attention alignment that can main-
tain the consistency between backdoored encoder and other
encoders.

5.4 Impact of Federated Learning Settings

Non-IID data distributions. The different Non-IID data dis-
tributions are significant and realistic settings in the FL sce-
narios. According to our experimental setups, we model Non-
IID data distributions using a Dir(cv), where the « varies from
0.05 to 0.1 and 10. Table 3 reports the final results for the
Non-IID setting. The results indicate that Both ASR and ACC
decreased with the deepening of Non-IID variables, where
ACC decreased significantly. In fact, the decline of ACC is
inevitable, and FSSL frameworks have alleviated this prob-
lem to a large extent. Intuitively, our method shows no sig-
nificant change in ACC compared to the non-attack scenario,
which means that our method is not the cause of this decrease.
In addition, the decrease in ASR is negligible.

Number of clients. The number of clients is another key
setting in the FL scenarios. To verify the applicability of our
proposed method, we evaluate the impact on the performance
of BADFSS by varying the number of clients on four datasets.
Following the prior FSSL work [Zhuang et al., 2021], we ran-
domly select 5 out of 20 clients per round (5/20) and 8 out of
80 clients per round (8/80), respectively. Note that both of
the settings only contain one malicious client, which will be
selected at each round. Moreover, we set IID and Non-IID
scenarios, where « = 0.1. In general, BADFSS is effective
in different client number settings. From Table 4, we can see
that the ASR achieve over 80% on all dataset under different
settings, which is similar to that under the default setting. In-
tuitively, the increase in the number of clients may reduce the
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5/20 clients(%) 8/80 clients(%)
Dataset 1ID Non-IID 1ID Non-IID
ACC ASR|ACC ASR|ACC ASR |ACC ASR
CIFAR-10 |80.23 95.67|72.15 93.29|73.44 92.24|65.44 91.48
GTSRB 89.12 90.45(80.42 84.41|80.51 90.05(77.51 83.73
CIFAR-100 [45.61 88.71(43.31 86.11|34.39 85.92(32.39 83.71
Tiny-Imagenet|22.35 84.13|19.94 82.91{15.36 82.68|14.36 82.13

Table 4: Performance of BADFSS under different number of clients.
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Figure 4: Performance of BADFSS with different ratios of malicious
clients and poison samples.

weight of the backdoor encoder, further reducing ASR. How-
ever, by improving the consistency between the backdoor en-
coder and other encoders, we can increase the weight of the
backdoor encoder in the global encoder, thereby making the
backdoor pattern more persistent in the global model.

Ratios of malicious client and poison samples. We also
explore the impact of ratios of poison samples and malicious
clients to BADFSS. According to our FL settings, we have
five clients and each client possesses an equal number of sam-
ples. The malicious client (only one) chooses one class as the
targeted class and thus the maximum ratio of the dataset that
can be poisoned is 2%. Fig. 4(a) and Fig. 4(b) respectively
show the impact of the above settings for the four datasets.
Intuitively, BADFSS performs better with higher poison sam-
ples and malicious clients. Furthermore, even with only 0.4%
poison data,BADFSS still achieves appealing attack effec-
tiveness.

6 Conclusion

In this paper, we propose a novel backdoor attack method
against FSSL, called BADFSS. BADFSS learns a back-
doored encoder via supervised contrastive learning on poi-
son datasets and employs attention alignment to enhance the
backdoor effect and maintain the consistency between back-
doored and global encoders. Results show that BADFSS out-
performs baseline methods and is effective under different
settings. We further consider potential countermeasures to
our attack and conclude that existing defenses are insufficient
to mitigate BADFSS, meaning that specifically designed de-
fenses are needed to mitigate the backdoor attacks on FSSL.
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Figure 5: Performance evaluation of the proposed BADFSS with different A and alignment epoch.

A Ablation Studies

Loss terms. According to Eq. 4, the coefficient A in the rep-
resentation learning loss can control the behavior of backdoor
injection for BADFSS. Specifically, the value of A determines
whether BADFSS is inclined to maintain the model perfor-
mance or improve the ASR. But this is not absolute, because
backdoor enhancement loss not only enhances the learning
of backdoor features but also encourages the encoder to give
closely aligned representations to all entries from the same
class. Therefore, expanding the weight of backdoor loss may
not necessarily lead to performance degradation on the main
task, but it will inevitably promote the learning of backdoor
features. Such a conclusion is validated in the experiments
shown in Fig. 5(a) and Fig. 5(b) with four datasets, which
differ A from O to 1 where the gap is 0.2. From the results,
the performance change trend of BADFSS accords with our
anticipation. The ASR will increase as the increase of A\ and
the ACC appears no significant change. Surprisingly, when
the A = 0, the ASR can still reach 40%. This may be due
to the fact that backdoor data is also used for self-supervised
training, and backdoor features may still be learned.

Dataset Non-attack | Without With
ACC ACC ASR |ACC ASR
CIFAR-10 81.01 73.96 78.12|80.45 96.05
GTSRB 90.67 74.01 81.77|88.92 90.35
CIFAR-100 47.03 38.56 85.14|46.91 90.91
Tiny-Imagenet 24.14 22.96 59.95|23.13 85.13

Table 5: Performance of BADFSS With or Without attention align-
ment on four datasets.

Attention alignment. To explore the impact of attention
alignment, we process additional experiments with/without
attention alignment across four datasets. Table 5 represents
the experimental results. In general, both the ACC and ASR
have degeneration after we remove the attention alignment.
Specifically, the ACC decreased by about 15% at most, under-
scoring the substantial role played by attention alignment in
upholding ACC. This outcome aligns with our expectations,
as the primary function of attention alignment is to enhance
the success rate of backdoor attacks while maintaining the
accuracy of the primary task. We have emphasized the im-
portance of this mechanism several times in previous exper-

iments. Moreover, we investigated the influence of attention
alignment epochs on BADFSS. Fig. 5(c) and Fig. 5(b) depict
the trend of ACC and ASR with the increasing attention align-
ment epochs, respectively. As anticipated, both ACC and
ASR demonstrated an upward trend with increasing epochs.
However, it is noteworthy that BADFSS could achieve an
ACC of over 80% with a limited number of epochs, indicat-
ing that the computational overhead imposed on the malicious
client remains within acceptable bounds.

Furthermore, we conduct a set of experiments by com-
bining attention alignment mechanism with SOTA backdoor
attacks on CIFAR-10 dataset to demonstrate the effective-
ness of our proposed BADFSS method. Table 6 illustrates
the comparison results between BADFSS and four base-
line methods. Specifically, both ACC and ASR increased
when we added the proposed attention alignment mecha-
nism, which further proved the success of attention alignment
mechanism in enhancing backdoor attack in FSSL. Besides,
BADFSS performs better results on both with/without set-
tings since BADFSS adopts supervised contrastive training
to learn stable and effective backdoors.

Without With
Backdoor attacks ACC ASR ACC ASR
BASSL 75.59 31.51 | 81.32 37.54
PoisonedEncoder | 74.34 4237 | 80.68 60.49
BadEncoder 70.52 60.35 | 78.54 7891
CorruptEncoder | 72.56 49.23 | 79.66 77.15
BADFSS 73.96 78.12 | 80.45 96.05

Table 6: Performance of BADFSS With/Without attention alignment.

B Different Attack Interval

In specific scenarios, attackers may be randomly chosen in
each round, or the number of attacks might be reduced to en-
hance concealment. Consequently, we conduct experiments
to investigate BADFSS under different attack intervals. To
boost attack efficiency, we integrate the Scaling Attack [Bag-
dasaryan er al., 2020] into BADFSS, denoted as BADFSS
+Scaling. Our experiments on CIFAR-10 with BADFSS and
BADFSS +Scaling involve varying attack intervals. The re-
sults, as presented in Table 7, demonstrate that BADFSS re-
mains effective even in the absence of the Scaling operation.
The introduction of the Scaling operation aims to enhance the
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robustness of BADFSS, and its beneficial impact is evident in
the experimental outcomes.

Attack Interval 1 2 4 8 16
BADFSS 96.05 | 96.58 | 87.27 | 84.57 | 72.84
BADFSS +Scaling | 96.48 | 96.12 | 92.91 | 87.95 | 85.35

Table 7: Performance of BADFSS under different attack interval.

C Supervised Backdoor Attacks

As mentioned earlier, due to variations in optimization ob-
jectives and training methodologies, the aggregation of mod-
els trained in an end-to-end manner with those trained in a
self-supervised manner may result in decreased model accu-
racy, challenges in achieving global model convergence, and
potential model collapse. In this section, we empirically val-
idate these observations. We conducted a series of experi-
ments involving supervised backdoor attacks (Latent [Yao et
al., 2019], LIRA [Doan et al., 2021], CS [Bagdasaryan et
al., 2020], and DBA [Xie et al., 2019]) on FSSL using the
CIFAR-10 dataset. As depicted in Table 8, there is a signifi-
cant degradation in the accuracy of the main task, providing
empirical support for our assertions.

Supervised Attacks | Latent | LIRA | CS | DBA
ACC 56.32 | 54.79 | 59.32 | 61.54
ASR 71.28 | 69.63 | 29.54 | 43.67

Table 8: Supervised Backdoor Attacks under FSSL.
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Figure 6: Performance evaluation of BADFSS under two potential
approaches.

D Potential Defences

In the context of FSSL, one viable solution is to detect
whether the models uploaded by participants contain back-
doors and subsequently remove them. In recent years, var-
ious methods for detecting backdoor attacks have emerged,
such as Neural Cleanse [Wang er al., 2019], which first tries
to reverse engineer a trigger for each possible class and then
uses anomaly detection to predict whether the classifier is
backdoored. These methods have primarily focused on su-
pervised learning, where the target of detection is typically
a classifier. Building upon this concept, recent research has
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attempted to reverse backdoor triggers within pre-trained en-
coders and introduced DECREE [Feng er al., 2023]. Specif-
ically, for a subject encoder, DECREE first searches for a
minimal trigger pattern such that any inputs stamped with
the trigger share similar embeddings and then utilizes them
to decide whether the given encoder is benign or trojan. We
aim to adapt these two approaches to the scenario of FSSL.
We conduct the method on the server side following the ori-
gin settings and sample a subset (1%, 3%, 5%, 10%, 15%)
from the entire training dataset used for federated learning
tasks to inverse the triggers. Models detected as backdoored
encoders will be rejected from participating in aggregation at
the present round. We use the final global model to assess the
success rate of the backdoors. The experimental results, as
illustrated in Fig. 6(a) and Fig. 6(b), indicate that the effec-
tiveness of defense methods is limited. This may arise from
the fact that the defenses are based on the idea of reversing
the triggers by considering that a backdoored encoder pro-
duces highly similar embeddings for samples with triggers.
However, BADFSS has mitigated this feature by employing
attention alignment, making the attack more stealthy.
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