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Abstract

In this paper, we demonstrate the feasibility of al-
terfactual explanations for black box image clas-
sifiers. Traditional explanation mechanisms from
the field of Counterfactual Thinking are a widely-
used paradigm for Explainable Artificial Intelli-
gence (XAI), as they follow a natural way of rea-
soning that humans are familiar with. However,
most common approaches from this field are based
on communicating information about features or
characteristics that are especially important for an
AI’s decision. However, to fully understand a deci-
sion, not only knowledge about relevant features is
needed, but the awareness of irrelevant information
also highly contributes to the creation of a user’s
mental model of an AI system. To this end, a novel
approach for explaining AI systems called alterfac-
tual explanations was recently proposed on a con-
ceptual level. It is based on showing an alterna-
tive reality where irrelevant features of an AI’s in-
put are altered. By doing so, the user directly sees
which input data characteristics can change arbi-
trarily without influencing the AI’s decision. In this
paper, we show for the first time that it is possible to
apply this idea to black box models based on neu-
ral networks. To this end, we present a GAN-based
approach to generate these alterfactual explanations
for binary image classifiers. Further, we present
a user study that gives interesting insights on how
alterfactual explanations can complement counter-
factual explanations.

1 Introduction
With the steady advance of Artificial Intelligence (AI), and
the resulting introduction of AI-based applications into every-
day life, more and more people are being directly confronted
with decisions made by AI algorithms [Stone et al., 2016].
As the field of AI advances, so does the need to make such
decisions explainable and transparent. The development and
evaluation of Explainable AI (XAI) methods is important not
only to provide end users with explanations that increase ac-
ceptance and trust in AI-based methods, but also to empower

Figure 1: (A) Examples of a counterfactual and an alterfactual expla-
nation. Input features to a fictional decision system to be explained
are Income and Gender, whereas the former is relevant and the latter
is irrelevant to the AI’s decision on whether a credit is given or not.
(B) Conceptual comparison of factual, counterfactual, semifactual,
and alterfactual explanations.

researchers and developers with insights to improve their al-
gorithms.

The need for XAI methods has prompted the research com-
munity to develop a large variety of different approaches to
unravel the black boxes of AI models. A considerable part of
these approaches is based on telling the user of the XAI sys-
tem in various ways which features of the input data are im-
portant for a decision (often called Feature Attribution) [Ar-
rieta et al., 2020]. Other methods, which are close to human
habits of explanation, are based on the paradigm of Counter-
factual Thinking [Miller, 2019]. Procedures that follow this
guiding principle try answering the question of What if...? by
showing an alternative reality and the corresponding decision
of the AI. Here, in contrast to feature attribution mechanisms,
not only the importance of the various features is emphasized.
Rather, it is conveyed, even if only indirectly, why features are
relevant.

Prominent examples of these explanatory mechanisms are
Counterfactual Explanations and Semifactual Explanations
[Kenny and Keane, 2020]. Counterfactual explanations show
a version of the input data that is altered just enough to change
an AI’s decision. By doing so, the user is shown not only
which features are relevant to the decision, but more impor-
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tantly, how they would need to be changed to result in a dif-
ferent decision of the AI. Semifactual explanations follow a
similar principle, but they modify the relevant features of the
input data to an extent that the AI’s decision does not change.

All of these methods have in common that they focus on
the important features. However, we argue that awareness
of irrelevant features can also contribute substantially to the
complete understanding of a decision domain, as knowledge
of the important features for the AI does not necessarily imply
knowledge of the unimportant ones. For example, consider
an AI system that assesses a person’s creditworthiness based
on various characteristics. If that system was completely fair,
a counterfactual explanation might be of the form: If your
income was higher, you would be creditworthy. However,
this explanation does not exclude the possibility that your
skin color also influenced the AI’s decision. It only shows
that the income had a high impact on the AI. An explanation
confined to the irrelevant features, on the other hand, might
say No matter what your skin color is, the decision would
not change. In this case, direct communication of irrelevant
features ascertains fairness with regards to skin color. Con-
ventional counterfactual thinking explanation paradigms do
not provide this information directly. To address this issue,
Mertes et al. [2022b] recently conceptually introduced the ex-
planatory paradigm of Alterfactual Explanations that is meant
to complement counterfactual explanations. This principle is
based on showing the user of the XAI system an alternative
reality that leads to the exact same decision of the AI, but
where irrelevant features are altered. All relevant features of
the input data, on the other hand, remain the same. As such,
alterfactual explanations form the complement to counterfac-
tual explanations - providing both explanation types should
enable the user to grasp both relevant and irrelevant features.
Mertes et al. [2022b] already showed the potential in the con-
cept of raising user awareness about irrelevant features. Nev-
ertheless, due to the absence of an implementable solution,
the researchers could only delve into the concept through the
utilization of a fictional AI.

As such, in this work we introduce a GAN-based genera-
tion algorithm that is able to create both alterfactual and coun-
terfactual explanations for image classifiers.1 As alterfactual
explanations convey completely different information than
common methods, we investigate whether the understanding
that users have of the explained AI system is also formed in a
different way, or can even be improved. Our results show that
alterfactual explanations outperform counterfactual explana-
tions with regards to local model understanding.

2 Related Work
As the approach presented in this paper can be counted to the
class of XAI methods that work by inducing counterfactual
thinking processes, it is important to gain an understanding of
how common methods from this field work. Therefore, this
section gives an overview on related explanation concepts.
Figure 1A illustrates the difference between those concepts
using exemplary explanations for a fictional AI that decides if

1Our full implementation is open-source and available at
https://github.com/hcmlab/Alterfactuals.

a person is creditworthy or not. We will use that scenario as a
running example of how the different explanation paradigms
would answer the question of Why does the AI say that I am
not creditworthy?.

Factual Explanations. There was another female person
that also had rather little money, and she also did not get
the credit. Factual explanations are the traditional way of
explaining by example, and often provide a similar instance
from the underlying data set (adapted or not) for the input
data point that is to be explained [Keane et al., 2021b]. Other
approaches do not choose an instance from the dataset, but
generate new ones [Guidotti et al., 2019]. The idea be-
hind factual explanations is that similar data instances lead
to similar decisions, and the awareness of those similari-
ties leads to a better understanding of the model. Further
explanation mechanism that fall in this category are Pro-
totypical Explanations and Near Hits [Kim et al., 2016;
Herchenbach et al., 2022].

Counterfactual Explanations. If you had that amount of
money, you would get the credit. Counterfactual explana-
tions are a common method humans naturally use when at-
tempting to explain something and answer the question of
Why not ...? [Miller, 2019; Byrne, 2019]. In XAI, they do
this by showing a modified version of an input to an AI sys-
tem that results in a different decision than the original in-
put. Counterfactual explanations should be minimal, which
means they should change as little as possible in the original
input [Keane et al., 2021b; Miller, 2021]. In certain scenar-
ios, modern approaches for generating counterfactual expla-
nations have shown significant advantages over feature attri-
bution mechanisms (i.e., explanation approaches that high-
light which features are important for a decision) in terms of
mental model creation and explanation satisfaction [Mertes et
al., 2022a]. Wachter et al. [2017] name multiple advantages
of counterfactual explanations, such as being able to detect
biases in a model, providing insight without attempting to
explain the complicated inner state of the model, and often
being efficient to compute. For counterfactual explanations,
a multitude of works exist that, similar to how we do it for al-
terfactual explanations, use GANs to automatically generate
explanations for image classifiers [Nemirovsky et al., 2022;
Van Looveren et al., 2021; Khorram and Fuxin, 2022; Mertes
et al., 2022a].

Semifactual Explanations. Even if you had that amount of
money, you would still not get the credit. Similar to counter-
factual explanations, semifactual explanations are an expla-
nation type humans commonly use. They follow the pattern
of Even if X, still P., which means that even if the input was
changed in a certain way, the prediction of the model would
still not change to the foil [McCloy and Byrne, 2002]. In
an XAI context, this means that an example, based on the
original input, is provided that modifies the input in such a
way that moves it toward the decision boundary of the model,
but stops just before crossing it [Kenny and Keane, 2020].
Similar to counterfactual explanations, semifactual explana-
tions can be used to guide a user’s future action, possibly in a
way to deter them from moving toward the decision boundary
[Keane et al., 2021b].
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3 Alterfactual Explanations
No matter what your gender is, the decicison would not
change. The basic idea of alterfactual explanations investi-
gated in this paper is to strengthen the user’s understanding of
an AI by showing irrelevant attributes of a predicted instance.
Hereby, we define irrelevance as the property that the corre-
sponding feature, regardless of its value, does not contribute
in any way to the decision of the AI model. When looking
at models that are making decisions by mapping some sort
of input data x ∈ X to output data y ∈ Y , the so-called
decision boundary describes the region in X which contains
data points where the corresponding y that is calculated by
the model is ambiguous, i.e., lies just between different in-
stances of Y . Thus, irrelevant features can be thought of as
features that do not contribute to a data point’s distance to the
decision boundary.

However, information that is carried out by explanations
should be communicated as clearly as possible. Alterfactual
explanations inform about the irrelevance of certain features
- as such, it should be made clear that these features can take
any possible value. If we would change the respective fea-
tures only to a small amount, the irrelevance is not clearly
demonstrated to the user. Therefore, an alterfactual expla-
nation should change the affected features to the maximum
amount possible. By doing so, they communicate that the
feature, even if it is changed as much as it can change, still
does not influence the decision. Thus, the definition of an
alterfactual explanation is as follows:

Let d : X × X → R be a distance metric on the
input space X . An alterfactual explanation for a
model M is an altered version a ∈ X of an orig-
inal input data point x ∈ X , that maximizes the
distance d(x, a) whereas the distance to the deci-
sion boundary B ⊂ X and the prediction of the
model do not change: d(x,B) = d(a,B) and
M(x) = M(a)

Thus, the main difference between an alterfactual explana-
tion and a counterfactual or semifactual explanation is that
while the latter methods alter features resulting in a de-
creased distance to the decision boundary, our alterfactual
method tries to keep that distance fixed. Further, while coun-
terfactual and semifactual methods try to keep the overall
change to the original input minimal [Keane et al., 2021a;
Kenny and Keane, 2020], alterfactual explanations do exactly
the opposite, which is depicted in Figure 1B.

4 Generating Alterfactual Explanations
As we argue that alterfactual and counterfactual explanations
convey different information, we designed a generative ap-
proach that is capable of creating both types of explanations
in order to explain an image classifier. For both, a set of re-
quirements arises that needs to be reflected in the objectives
of our explanation generation approach.

1. The generated explanations should have high quality and
look realistic.

2. The resulting explanation should be either classified as
the same class as the original input (for alterfactual ex-
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Figure 2: Architecture overview of the generator network.
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Figure 3: Architecture overview of the discriminator network.

planations), or as the opposite class (for counterfactual
explanations).

3. For alterfactual explanations, the output image should
change as much as possible, while for counterfactual ex-
planations, it should change as little as possible.

4. For alterfactual explanations, only irrelevant features
should change, i.e., the distance to the decision bound-
ary should be maintained.

To address these objectives, different loss components (see
next sections) were used to steer a GAN-based architecture
to generate the desired explanations. A GAN-based approach
was chosen as similar concepts have successfully been ap-
plied to the task of counterfactual explanation generation in
various existing works [Olson et al., 2021; Huber et al., 2023;
Nemirovsky et al., 2022; Zhao, 2020; Mertes et al., 2022a].
In order to allow for a more focused and comprehensive user
study design, in this work, we focus on explaining a binary
image classifier. However, although our specific generation
architecture is designed for a binary classification problem, it
would theoretically be possible to apply it to non-binary tasks
by training separate models for each class vs. the union over
all other classes. A schematic overview of our architecture
can be seen in Figures 2 and 3. For a more detailed descrip-
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tion, we refer to the appendix2.

4.1 Adversarial Component
To address the first objective, an adversarial setting is used.
Here, a generator network G is trained to take an original im-
age x and a random noise vector z and transforms them into
the respective explanation x̂. As such, a mapping {x, z} → x̂
is learned by the generator. A discriminator network D is
trained to identify the generated images as fake images in an
adversarial manner.

Additionally, to partly target the second objective, we feed
a target class label ŷ ∈ {0, 1} to the discriminator. By doing
so, the discriminator learns not only to assess if the produced
images are real or fake, but also has the capability to decide if
an explanation fits the data distribution of the class it is sup-
posed to belong to. A somewhat similar idea was put forth by
Sharmanska et al. [2020] within the context of fairness and
yielded promising results there. During training, the discrim-
inator is alternately fed with real and fake data. For real data,
the target class label ŷ reflects the class that the classifier to
be explained assigns to the respective image x. For the gen-
erated explanations, the target class label ŷ reflects either the
class that was assigned to the original image x (for alterfac-
tual explanations), or the opposite class (for counterfactual
explanations).

By letting the generator and discriminator compete against
each other during training, it is enforced that the resulting
images look realistic and resemble the data distribution of the
respective target classes. The objective function for the ad-
versarial setting is formulated as follows:

Ladversarial = Ex∼pdata(x) [logD(x, ŷ)] +

Ex∼pdata(x),z∼pnoise(z) [log(1−D(G(x, z), ŷ))] (1)

4.2 Including Classifier Information
The second objective is further addressed by incorporating
the decisions of the classifier to be explained into the genera-
tor’s loss function.

Let C : X → [0, 1] be a binary classifier with threshold
0.5. We define the classification target C̃(x) as C̃(x) :=

C(x) for alterfactual explanations and C̃(x) := 1−C(x) for
counterfactual explanations. To measure the error between
the actual classification of the generated explanation and the
target classification, we used Binary Crossentropy (BCE) to
define a classification loss LC :

LC = Ex,x̂∼pdata(x,x̂)[C̃(x) · logC(x̂)

+ (1− C̃(x)) · log(1− C(x̂))] (2)

4.3 SSIM Component
The third objective was addressed by including a similarity
component into the loss function. Explanations are meant
for humans. Therefore, using the Structural Similarity Index
(SSIM) seemed to be an appropriate choice to measure image
similarity for our approach, as it correlates with how humans

2The appendix can be found in the arXiv version of this paper:
http://arxiv.org/abs/2405.05295

are perceiving similarity in images [Wang et al., 2004]. The
parameters for SSIM were chosen as recommended by Wu et
al. [2019].

As alterfactual explanations should change irrelevant fea-
tures as much as possible, while counterfactual explanations
should be as close as possible to the original image, the learn-
ing objective differs for both (low similarity for alterfactual
explanations, high similarity for counterfactual explanations).
With [0, 1] as the range of SSIM, we designed the loss func-
tion as follows:

Lsim =

{
Ex,x̂∼pdata(x,x̂) [SSIM(x, x̂)] Alterfactual
Ex,x̂∼pdata(x,x̂) [1− SSIM(x, x̂)]Counterfactual

(3)

4.4 Feature Relevance Component
The fourth objective, i.e., forcing the network to only mod-
ify irrelevant features when generating alterfactual explana-
tions, was addressed by using an auxiliary Support Vector
Machine (SVM) classifier. Note that this loss is only applied
when generating alterfactual explanations, not when generat-
ing counterfactual explanations. Li et al. [2018] and Elsayed
et al. [2018] have shown theoretically and empirically that the
last weight layer of a Neural Network converges to an SVM
trained on the data transformed up to this layer if certain re-
strictions are met (e.g., the last two layers of the network have
to be fully connected). An SVM’s decision boundary can
be calculated directly - unlike the one of a Neural Network
[Jiang et al., 2018]. As such, we use an SVM which was
trained to predict the classifier’s decision based on the activa-
tions of the classifier’s penultimate layer as a way to approx-
imate the classifier’s decision boundary - if the generated al-
terfactual explanation has moved closer to the SVM’s separat-
ing hyperplane, relevant features were most likely modified.
Although an unchanged decision boundary distance does not
necessarily guarantee that no relevant features were modified,
in our experiments, it was a good indicator.

The distance of x to the SVM’s separating hyperplane f
was defined as follows, with w as the SVM’s weight vector:

SVM(x) =

∣∣∣∣f(x)||w||

∣∣∣∣ (4)

The SVM loss is defined by the absolute difference in dis-
tance to the separating hyperplane between the original image
and the generated alterfactual explanation:

LSVM = Ex∼pdata(x),z∼pnoise(z) [|SVM(x)− SVM(x̂)|] (5)

The final loss function is a summation of all the four loss
components introduced above.

5 Evaluation Scenario
To assess the performance of our approach, we applied it to
the Fashion-MNIST data set [Xiao et al., 2017]. That data
set contains 7,000 gray scale images for each of its ten cat-
egories of clothes, such as ‘ankle boots’ or ‘pullover’, split-
ted into train (6,000 images per class) and test (1,000 images
per class) sets. The two classes we chose, ‘ankle boots’ and
‘sneakers’, were selected due to being somewhat similar in
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Figure 4: Example outputs of our system. It can be seen that alterfac-
tual explanations change features that are irrelevant to the classifier,
e.g., the color of the shoes or the width of the boot shaft, while coun-
terfactual explanations change relevant features like the presence or
absence of a boot shaft. From top to bottom the original images are
a correctly classified ankle boot and sneaker, followed by two inputs
incorrectly classified as ankle boot and sneaker.

order not to oversimplify the classification task while still be-
ing distinct enough to be able to visually assess whether the
generated explanations are clear. To create the classifier to
be explained, we trained a relatively simple four-layer con-
volutional neural network, achieving an accuracy of 96.7%
after 40 training epochs. The exact architecture and training
configuration can be found in the appendix.

Our explanation generation architecture was trained for 14
epochs, until visually no further improvement could be ob-
served. For alterfactual explanations, we reached a validity
(i.e., which portion of the explanations are classified as the
correct target class by the classifier) of 96.20% and an aver-
age SSIM of 0.32 (here, lower is better), whereas the coun-
terfactual explanations reached a validity of 87.70% and an
average SSIM of 0.90 (here, higher is better). For more de-
tails refer to the appendix. Exemplary generated explanations
are shown in Figure 4. Note that, in order to verify if our alter-
factual generation approach is applicable on a wider range of
datasets, we additionally trained our approach on three other
datasets: MNIST [LeCun, 1998], MaskedFace-Net [Cabani
et al., 2021], and a gray scale version of MaskedFace-Net.
To further demonstrate that our approach can be adapted to
be more model-agnostic and work without access to interme-
diate layers, we omitted the Feature Relevance component
for those experiments. Training details, example outputs and
computational results for those experiments can be found in
the appendix.

6 User Study
6.1 Research Question and Hypotheses
We conducted a user study to validate whether the counterfac-
tual and alterfactual explanations generated by our approach
help human users to form correct model understanding of an

AI system. Therefore, we only used results from the model
trained on the Fashon-MNIST classifier in order to not over-
whelm participants. To be able to compare our findings to
existing work, we designed our study similar to Mertes et
al. [2022b]. Our hypotheses are as follows:

1) Alterfactual and counterfactual explanations, as well as
the combination of both, are more effective in enabling model
understanding than no explanations.

2) There is a difference in model understanding and ex-
planation satisfaction between alterfactual and counterfactual
explanations, but we did not anticipate a specific direction
since we see them as complementary concepts.

3) Compared to the individual explanations, a combina-
tion of alterfactual and counterfactual explanations is a more
effective way to enable a good model understanding and is
more satisfying for users.

4) There is a difference between conditions regarding the
understanding of relevant and irrelevant features, where alter-
factual explanations are more effective to identify irrelevant
features while counterfactual explanations should help more
with identifying relevant features.

6.2 Methodology
Conditions and Explanation Presentation. We used a
between-groups design with four conditions. Participants in
the Control condition were presented only with the original
input images to the AI. No explanation was shown. In the Al-
terfactual and Counterfactual conditions, participants were
presented with the original input images and either alterfac-
tual or counterfactual explanations. In the Combination con-
dition, participants were presented with the original input im-
ages as well as both the alterfactual and the counterfactual
explanations.

Procedure. The whole study was built using the oTree
framework by Chen et al. [2016]. After answering questions
about their demographic background, participants were given
some general information about the data and their task dur-
ing the prediction task. For the classifier, they were only told
that an AI was trained to distinguish between ankle boots and
sneakers. Two example images for each class (ankle boots
and sneakers) were shown and some shoe specific terminol-
ogy (e.g., ”shaft”) was introduced in order to make sure that
participants have a common understanding of the terms they
are asked about later on. Following this information, the par-
ticipants were given an example input image for each class to-
gether with the classifier’s prediction for this input image. In
the explanation conditions, the participants were introduced
to their corresponding explanation types (counterfactuals, al-
terfactuals or a combination) and could explore the expla-
nations for those two images. After that, each participant
answered a quiz about the information that was given up to
that point, to make sure that they understood everything cor-
rectly. Subsequently, the study itself started. It was divided
into three parts: For assessing the participants’ understanding
of the classifier, we used (i) a prediction task for assessing
the local understanding, i.e., to assess if the participants un-
derstand why the AI makes a specific decision, and (ii) a ques-
tionnaire about the relevance of certain features for assessing
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the global understanding, i.e., to assess if the participants un-
derstand how the AI works overall. To assess the participants’
explanation satisfaction, we used (iii) an explanation satisfac-
tion questionnaire. The three phases of the experiment are
described below.

Local Model Understanding: Prediction Task. To mea-
sure the local understanding of the classifier, we used a pre-
diction task, which assesses the participants’ ability to antici-
pate the AI classifier’s decisions [Hoffman et al., 2018]. Eight
examples were shown, covering all possible classification
outcomes (two correctly classified images for both sneakers
and ankle boots, and two incorrectly classified images for
both) to avoid bias. Figure 4 shows four of the images from
the study. The example images were chosen randomly but
we made sure that the alterfactual and counterfactual expla-
nations generated by our model for those images were valid
(i.e., the classifier predicted the same class as for the origi-
nal image when fed with the alterfactual explanation, and the
opposite class when fed with the counterfactual explanation).
Participants had to predict the classifier’s decision for each
example image. Participants were additionally asked about
their own opinion on which class the original shoe image be-
longed to. The answers to that particular question were not
further analyzed - it was only added to help the participants
distinguish between their own opinion and their understand-
ing of the classifier. After predicting an example, they were
told the correct label and the AI classifier’s decision before
moving on to the next example. The order of the examples
was randomized.

Global Model Understanding: Feature Relevance.
While the Prediction Task can be seen as local measurement
of the users’ understanding of the model in specific instances,
we also wanted to investigate whether participants understood
the global relevance of different features. To this end, we
looked at two features that were relevant for our classifier
(”presence/absence of a boot shaft” and ”presence/absence of
an elevated heel”) as well as two features that were irrelevant
for our classifier (”boot shaft width” and ”the shoe’s color
and pattern on the surface area”). These features were chosen
based on the authors’ experience from training the classifier
and a-priori explorations with the Feature Attribution expla-
nation mechanisms LIME [Ribeiro et al., 2016] and SHAP
[Lundberg and Lee, 2017]. Note that, although the classifier
is still a black box and there is no definitive proof that the cho-
sen features reflect the classifier’s inner workings entirely ac-
curately, we decided that using those mechanisms for the fea-
ture choice are the best proxy that we have. As such, after the
participants went through the eight examples that were used
for the prediction task, they were asked for each feature how
much they agreed that it was relevant to the AI’s decisions
on a 5-point Likert scale (0 = strongly disagree, 4 = strongly
agree).

Explanation Satisfaction. In order to measure the partici-
pants’ subjective satisfaction, we used the Explanation Sat-
isfaction Scale proposed by Hoffman et al. [2018] which
consists of eight items rated on a 5-point Likert scale
(0 = strongly disagree, 5 = strongly agree) that we averaged
over all items. Since it does not apply to our use-case, we

excluded the 5th question of the questionnaire. The seven re-
maining items address confidence, predictability, reliability,
safety, wariness, performance, likeability. Finally, the partic-
ipants had the possibility to give free text feedback.

6.3 Participants
Through a power analysis, we estimated a required sample
size of at least 21 per condition for a MANOVA with 80%
power and an alpha of 5%, based on the Pillai’s Trace of 0.13
reported for the study by Mertes et al. [2022b]. 131 Partici-
pants between 18 and 29 years (M = 22.2, SD = 2.44) were
recruited at the University of Augsburg. 61 of them were
male, 70 female. The participants were randomly separated
into the four conditions (33 per condition and 32 in the Alter-
factual condition). The highest level of education that most
participants held (76.3%) was a high-school diploma. Only
11.5% of the participants had no experience with AI. Most
of the participants (74%) have heard from AI in the media.
Excluding participants that had no opinion on the subject, the
participants expected a positive impact of AI systems in the
future (M = 3.73 on a 5-point Likert Scale from 1 = ”Ex-
tremely negative” to 5 = ”Extremely positive”). There were
no substantial differences in the demographics between con-
ditions (see appendix).

7 Results
7.1 Model Understanding
To investigate the impact of the four different experimental
conditions on the (1) feature understanding and (2) predic-
tion accuracy, we conducted a MANOVA. We found a sig-
nificant difference, Wilks’ Lambda = 0.859, F(6,252) = 3.31,
p = .004.

The following ANOVA revealed that only the prediction
accuracy of the participants showed significant differ-
ences between the conditions:

• Feature Understanding: F(3,127) = 0.877, p = .455.

• Prediction Accuracy: F(3,127) = 6.578, p < .001.

The post-hoc t-tests showed that the participants’ pre-
diction accuracy was significantly better in the Alterfactual
and Combination conditions compared to the other condi-
tions. The effect size d is calculated according to Cohen et
al. [2013]:

• Alterfactual vs. Control: t(127) = 3.19, p = .002,
d = 0.79 (medium effect).

• Alterfactual vs. Counterfactual: t(127) = 2.06,
p = .042, d = 0.51 (medium effect).

• Combination vs. Control: t(127) = 3.93, p < .001,
d = 0.97 (large effect).

• Combination vs. Counterfactual: t(127) = 2.79,
p = .006, d = 0.69 (medium effect).

These results regarding the prediction task confirm our hy-
pothesis that the conditions with alterfactual explanations
outperform the condition without explanations in the pre-
diction task. Further, the combination of both explanation
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types did significantly outperform counterfactual expla-
nations. However, our hypothesis that the combination is
more effective in terms of enabling a correct model under-
standing than alterfactual explanations has to be rejected.

7.2 Relevant and Irrelevant Information
As reported in the section above, we did not find a significant
overall difference in the feature understanding task. How-
ever, in order to investigate our hypotheses about irrelevant
vs. relevant features, we conducted another MANOVA be-
tween the conditions and the combined understanding val-
ues for the two relevant features and the two irrelevant fea-
tures. This MANOVA did not find any significant differences,
Wilks’ Lambda = 0.951, F(6,252) = 1.07, p = .379. The mean
understanding per condition can be found in the appendix.

7.3 Explanation Satisfaction
The ANOVA revealed that there were no significant differ-
ences in the subjective explanation satisfaction between the
three explanation conditions, F(2,95) = 0.34, p = .713. The
mean satisfaction values with standard deviation were: Coun-
terfactual condition: 3.54 ± 0.53 ; Alterfactual condition:
3.65± 0.6; Combination condition: 3.58± 0.5.

8 Discussion
With our proposed GAN-based approach, we demonstrated
that it is possible to generate both counterfactual and alter-
factual explanations for a black box image classifier. Using
computational metrics, we showed that both of those gener-
ated explanations fulfill their respective requirements: The
counterfactual explanations are very similar to the original
images (i.e., 0.90 average SSIM) but change the classifiers
prediction in 87.70% of the cases while alterfactual explana-
tions are very different from the original image (i.e., 0.32 av-
erage SSIM), but do not change the classifier’s prediction in
96.20% of the cases. For the prediction task of our user study,
alterfactual explanations and the combination of alterfactual
and counterfactual explanations performed significantly bet-
ter than the other two conditions demonstrating the potential
of alterfactual explanations to facilitate local model under-
standing. However, we did not observe a significant differ-
ence for the feature relevance understanding. This is highly
interesting, as it contrasts with a previous study by Mertes et
al. [2022b]. There, a similar experimental design was em-
ployed for assessing the effect that alterfactual explanations
have on users’ mental models of a hard-coded classifier that
assesses numerical feature descriptors for a fictional classi-
fication problem. In contrast to our work, they neither used
a real classifier nor an alterfactual generation algorithm, but
only mock-up decisions and explanations. In their scenario,
alterfactual explanations led to a significantly better feature
relevance understanding, while not having a substantial im-
pact on the performance in a prediction task. A possible ex-
planation for this is the fact that our study was conducted in
the context of fashion classification, where the users might
already have had a quite distinctive mental model of the prob-
lem domain itself. Further, images might be more accessible
than numerical feature descriptors to end users. As such, the

global understanding of the classifier might already be posi-
tively biased. This argument is supported by looking at the
feature relevance understanding results of the control group -
although not seeing any explanations, they already performed
very well in identifying relevant features. However, as can
be seen by the significant performance improvement in the
prediction task, the local understanding of the model does
not necessarily benefit from the identification of globally rel-
evant features. As the classification model is imperfect, a
global understanding of the use case itself does not neces-
sarily imply an understanding of cases, e.g. when the classi-
fier’s decision does not correctly model reality. Furthermore,
our results regarding the global model understanding should
be taken with a grain of salt, since the fashion-classifier is
a black-box model - even though we used post-hoc explana-
tion methods (SHAP and LIME), we cannot be certain that
our choice of features is completely accurate. Interestingly,
we did not observe any significant differences in explanation
satisfaction. This indicates that participants felt similarly sat-
isfied by all explanation methods even though the alterfactual
and combined explanations objectively helped more during
the prediction task. The presentation of more information
(i.e., in the combination condition) could have led to a higher
cognitive load and influenced the subjective assessments of
explanation satisfaction, resulting in the difference between
objective measurement (i.e., model understanding) and sub-
jective measurement (i.e., explanation satisfaction).

9 Conclusion
In this paper, we demonstrate the practical feasibility of a re-
cently proposed concept for explaining AI models called al-
terfactual explanations that alter as much irrelevant informa-
tion as possible while maintaining the distance to the decision
boundary.

We show for the first time that it is possible to generate
such explanations for black box models and briefly evalu-
ated them computationally. Furthermore, we showed in a
user study that our generated alterfactual explanations can
complement counterfactual explanations. In that study, we
compared how users’ model understanding of a binary image
classifier changes when being confronted with counterfactual
explanations, alterfactual explanations, or a combination of
both. Further, a control group was assessed that did not see
any explanations. We found that in a prediction task, where
the classifier’s prediction had to be anticipated by looking at
the explanations, users performed significantly better when
they were provided with explanations that included alterfac-
tual explanations compared to users that did not see alterfac-
tual explanations, although we did not observe a significant
difference in explanation satisfaction.

Overall, we showed that alterfactual explanations are a
promising explanation method that can complement counter-
factual explanations in future XAI systems.
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