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Abstract
Active voltage control presents a promising av-
enue for relieving power congestion and enhancing
voltage quality, taking advantage of the distributed
controllable generators in the power network, such
as roof-top photovoltaics. While Multi-Agent Re-
inforcement Learning (MARL) has emerged as a
compelling approach to address this challenge, ex-
isting MARL approaches tend to overlook the con-
strained optimization nature of this problem, fail-
ing in guaranteeing safety constraints. In this pa-
per, we formalize the active voltage control prob-
lem as a constrained Markov game and propose a
safety-constrained MARL algorithm. We expand
the primal-dual optimization RL method to multi-
agent settings, and augment it with a novel ap-
proach of double safety estimation to learn the pol-
icy and to update the Lagrange-multiplier. In addi-
tion, we proposed different cost functions and in-
vestigated their influences on the behavior of our
constrained MARL method. We evaluate our ap-
proach in the power distribution network simula-
tion environment with real-world scale scenarios.
Experimental results demonstrate the effectiveness
of the proposed method compared with the state-
of-the-art MARL methods.

1 Introduction
In recent years, significant progress has been witnessed in the
development of renewable and distributed sources of elec-
tricity, such as rooftop photovoltaics (PVs) [Schardt and te
Heesen, 2021]. While these innovations hold promise to ad-
dress energy shortages and environmental concerns, they also
introduce growing complexity and uncertainty into modern
power systems, presenting formidable challenges. One of
the notable challenges associated with the high penetration of
distributed energy is the potential for voltage fluctuations ex-
ceeding the power grid standards [Till et al., 2020]. Mitigat-
ing these fluctuations requires harnessing control capabilities
of PV inverters and other devices. As discussed in the recent
work [Wang et al., 2021], achieving active voltage control
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across the entire network, particularly when access to global
information is limited, requires intricate coordination.

Recently, Multi-Agent Reinforcement Learning (MARL)
algorithms have demonstrated exceptional performance in
many domains [Canese et al., 2021; Wang and Wu, 2020],
and MARL algorithms are gradually finding applications in
real-world scenarios. In comparison to traditional voltage
regulation methods like Optimal Power Flow (OPF) [Gan et
al., 2013; Zheng et al., 2016] and droop control [Jahangiri
and Aliprantis, 2013], MARL algorithms offer several ad-
vantages: 1) They follow the Centralized Training with De-
centralized Execution (CTDE) schema, and correspond to the
trait that usually only limited local information can be ac-
cessed in active voltage control. 2) They are data-driven and
are naturally model-free, while traditional methods need ex-
act system models. 3) Traditional methods have high compu-
tational complexity in solving power flow equations, having
difficulty in real-time response. Meanwhile, MARL shows
adaptability to respond to environmental changes quickly.

To date, there have been some previous efforts to apply
MARL on voltage control problems and achieved promis-
ing performances [Chen et al., 2022]. Previous research
has explored the potential of MARL by taking various ap-
proaches, such as integrating traditional control techniques
[Wang et al., 2020; Sun and Qiu, 2021], enhancing state in-
formation representation and region segmentation [Cao et al.,
2020b], refining MARL reward designs [Wang et al., 2021;
Wang et al., 2020] and so on, achieving remarkable advances
in the field. However, the unique property of constrained op-
timization of this problem is less concerned in the previous
work. Specifically, in the active voltage control problem, the
constraint is the voltage threshold and the objective is the to-
tal power loss. Moreover, unlike most safe RL benchmarks
[Ray et al., 2019], the fulfillment of the constraint is the pri-
mary concern. In the power distribution network, large volt-
age fluctuations will affect the stability of the power system,
reduce power quality for users, and even cause irreversible
damage to the system equipment, resulting in system failure
and collapse. It is relatively acceptable to ensure the safety
of the system at the cost of higher power loss. Given the
dynamic of the system, it is generally more difficult and com-
plicated to meet the constraint than to improve the objective
in this problem, for the constraints must be fulfilled given a
sequence of uncontrollable events. Many real-world prob-
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lems exhibit the aforementioned two features, for example
autonomous driving, wireless security, traffic control [Ma and
Wu, 2023] and so on. To the best of our knowledge, the ap-
plication of constrained RL on these problems is less studied
in the literature [Gu et al., 2022].

Against this background, we propose a novel constrained
MARL approach named Multi-Agent RL with Double Esti-
mation of Lagrangian Constraint (MA-DELC). Specifically,
we formulate the active voltage control problem as a con-
strained Markov game. Firstly, we incorporate a safety critic
and a cost estimator alongside the conventional reward critic.
The safety critic is used for guiding the policy to fulfill the
constraint in the long term, and the cost estimator is used for
updating the Lagrange-multiplier. These additional compo-
nents allows our system to effectively balance the optimiza-
tion objectives and the imposed constraints.

The results of our experiments highlight the efficacy of this
approach, demonstrating that the incorporation of structural
information significantly enhances agent performance. Addi-
tionally, we explore the conversion of voltage constraints into
various cost functions, meticulously studying the impact of
different cost function designs through comprehensive exper-
imental analysis. This exploration is of great practical signif-
icance, particularly when applying constrained MARL tech-
niques to real-world applications, where the choice of cost
function can have a profound influence on algorithm behavior
and performance. Our experiments on the MAPDN environ-
ment [Wang et al., 2021], commonly used in the literature,
show that these components enhance performance and scale
well compared with the state-of-the-art RL methods.

2 Related Work
Here, we briefly review recent MARL and constrained RL
approaches for active voltage control.

2.1 MARL for Active Voltage Control
Recently, MARL algorithms have gained significant atten-
tion in active voltage control. Wang et al. [2020] and Sun
and Qiu [2021] combined traditional voltage control meth-
ods and MARL. Wang et al. [2020] used MADDPG [Lowe
et al., 2017] with a manually designed voltage inner loop,
and agents set reference voltage instead of reactive power as
their control actions. Sun and Qiu [2021] proposed a two-
stage volt-var control method, in which the traditional opti-
mal flow method [Gan et al., 2013] is used to dispatch on-
load tap changer and capacitor banks in the first stage, and in
the second stage the MADDPG algorithm is used to regulate
the reactive power of PVs. Gao et al. [2021] adopted a dis-
crete action space of the set of all tap positions of the voltage
regulating device, and proposed a consensus-based maximum
entropy MARL framework composed of max-entropy MARL
algorithm and a consensus strategy. Cao et al. [2020b] used
spectral clustering to divide the power distribution network
into several sub-networks according to the voltage and reac-
tive power sensitivity, and then applied MATD3 [Ackermann
et al., 2019] to solve the voltage control problem, each sub-
network corresponds an agent. Cao et al. [2020b] also used
reactive power as control actions. Cao et al. [2021] used both

reactive power and the curtailment of active power as control
actions, and applied MASAC [Pu et al., 2021] to solve de-
centralized voltage control problems with high penetration of
PVs. Cao et al. [2020a] and Wang et al. [2022] combines
MADDPG [Lowe et al., 2017] critic with transformer to en-
hance inter-agent coordination.

In this paper, we adopt continuous control action space of
reactive power of PV inverters, which is more flexible and re-
liable than discrete control action. It is worth noting that our
approach does not need topological information, and main-
tains distributed during execution.

2.2 Constrained RL for Active Voltage Control
Now, we discuss the methods that applied constrained RL al-
gorithms to solve the active voltage control problem.

Shi et al. [2022] designed a stability-constrained RL
framework which utilizes a manually designed Lyapunov
function, and proved stability guarantees. Wang et al. [2019]
directly applied Constrained Policy Optimization (CPO)
[Achiam et al., 2017] to solve the Volt-VAR problem. Liu
et al. [2023] utilized a safety layer to keep the action within
safety limits by calculating the power flow equations based
on the physical model of the power grid. The above meth-
ods are all based on single-agent settings, and are trained and
executed in a centralized style.

Liu and Wu [2021] formulated the Volt-VAR Control prob-
lem as a constrained Markov game with the reactive power
of inverters or static var compensators (SVCs) as control ac-
tions, and proposed a Multi-Agent Constrained Soft Actor-
Critic algorithm (MACSAC) that combines MASAC [Pu et
al., 2021] and Lagrangian constraint. Shi et al. [2023] used
safety layer method based on multi-agent settings, and they
used neural networks to approximate cost functions, getting
rid of the need of precise physical models.

Although Liu and Wu [2021] also used the Lagrangian
constraint MARL method, our approach differs in the dou-
ble safety estimation framework and the adaptive Lagrange
multiplier. Actually, MACSAC is similar to MADELC w/o
cost estimator in our ablation study in Section 5.3. Shi et al.
[2023] focuses on the safety issue and ignores power loss re-
duction. Moreover, it considered only one-step cost, while
our approach considers both one-step cost and the cumulative
cost return, enabling agents to minimize costs more steadily.

3 Background
3.1 Active Voltage Control on Power Networks
In this paper, we consider a power distribution network in-
stalled with roof-top photovoltaics (PVs). As shown in Fig-
ure 1, we model the power distribution network as a tree
graph G = (V,E), where V = {0, 1, . . . , |V |} represents the
set of nodes (buses), and E = {1, 2, . . . , |V |} represents the
set of edges (branches). Nodes in the distribution network are
divided into several zones based on their shortest path from
the terminal to the main branch [Gan et al., 2013]. We denote
regions as Zonez, z = 1, . . . , |Z|. Node 0 is connected to the
main grid, and has a stable voltage magnitude, denoted as v0.
Each node may be connected to load and PV. We denote the
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Figure 1: An example of power distribution networks. The black
circles with numbers represent buses; G represents an external gen-
erator; Ls represent loads; and the sun emoji represents the location
where a PV is installed. We control the bus voltage by adjusting the
reactive power generation of PV inverters in buses 8, 9, and 14.

set of nodes installed with PVs in Zonez as PVz , and the set
of nodes connected with load in Zonez as Loadz .

For each bus j ∈ V , let vj and θj be the magnitude and
phase angle of the voltage, and sj = pj+iqj denotes the com-
plex power injection. Note that there are complex and non-
linear relationships between these physical quantities that sat-
isfy the power system dynamics rules [Farivar et al., 2013;
Wang et al., 2021]. Hence, it is hard to solve it in close form.

Let v0 = 1.0 per unit (p.u.). For other buses, 5% volt-
age deviation is usually allowed for safe and optimal oper-
ation. The objective of active voltage control is to keep the
nodal voltages in a normal range (e.g., 0.95 p.u. to 1.05 p.u.)
and concurrently minimize total active power loss Ploss =
Σ(i,j)∈ERijI

2
ij , or known as the line loss. Rij is the resis-

tance of branch (i, j) and Iij is the current magnitude from
bus i to j [Hu et al., 2022]. The optimization problem is as
follow:

min Ploss =
∑

(i,j)∈E RijI
2
ij

s.t. 0.95p.u. ≤ vi ≤ 1.05p.u., ∀i ∈ V \{0};
satisfy power flow dynamics.

(1)

When loads are heavy at nighttime, vi may drop below
0.95p.u.. Meanwhile, large power generation of PVs in the
middle of the day may cause vi rise to exceed 1.05p.u.. These
problems can be handled by applying appropriate control on
the reactive power injection of the PV inverter.

3.2 Constrained Markov Game for Active Voltage
Control

We consider the control process of the PV inverters as
constrained Markov game [Altman and Shwartz, 1998]:
M = ⟨N ,S, {Oi}i∈N , {Ai}i∈N , T , r,Ω, C, c, γ⟩, where
N = {1, 2, . . . , n} is a set of n agents; S denotes the state
space; O = ×i∈NOi denote the joint observation set, where
Oi denotes the observation set of agent i; A = ×i∈NAi de-
note the joint action set, where Ai denotes the action set of
agent i; T : S×A×S → [0, 1] is probabilistic state transition

function; r is the reward function; Ω : S × A × O → [0, 1]
denotes the perturbation of the observers for agents’ joint ob-
servations over the states after decisions; C : S × A → R is
the cost function; c denote the cost limit. MARL algorithms
for constrained Markov game aim to search a policy π and
solve this constrained optimization problem:

maxπ E(st,at)∼π [
∑
t γ

tr(st, at)] ,

s.t. E(st,at)∼π [
∑
t γ

tCi(st, at)] < ci, i = 1, 2, . . . ,m.
(2)

In the context of the active voltage control problem within
the Constrained Markov Game framework, the essential ele-
ments are defined as follows:

• Agent: Each agent is responsible for controlling an in-
dividual PV inverter in the system.

• Observation: The observation of an agent is composed
of relative physical quantities of the buses in the re-
gion to which the agent belongs. Specifically, Oi =
Lr×Pr×Vr, where Lr = {pLj , qLj > 0|∀Vj ∈ Loadr}:
pLj , q

L
j are active and reactive power of the load con-

nected to node j respectively; Pr = {pPVj , qPVj >

0|∀Vj ∈ PVr}: pPVj , qPVj are active and reactive pow-
ers generated by PV inverters in node j; Vr = {vj >
0, θj ∈ [−π, π]|∀Vj ∈ Zonez}, vj , θj is voltage mag-
nitude and phase of node j. Agents in the same region
share the same observation.

• Action: Each agent i ∈ N has a continuous action set
Ai = {ai : −1.0 ≤ ai ≤ 1.0} that denotes the ratio of
maximum reactive power it can generate.

• State and State Transition: The global state is com-
posed of bus voltage, the active and reactive power of
loads and PVs of all nodes. Power of loads and active
power generation of PVs of the next state are obtained
from the dataset, and other parts are calculated by solv-
ing power dynamic equations with data from the dataset,
current state and action.

• Reward: Agents receive reward at each time step: r =
−lq(qPV ) = − 1

|I| ||q
PV || , which is the mean reactive

power generation loss of PVs, and is an approximation
of power loss caused by PVs.

• Constraint: According to Eq.1, the voltage safety
constraint corresponds to the cost function C(s, a) =
I((vi < 0.95||vi > 1.05)|∃i ∈ V \{0}). We also pro-
pose other cost functions in order to provide more in-
formation and guide the agents, which are described in
section 4.2. During training, the algorithm utilizes nor-
malized rewards and costs, with cost values normalized
to the range (-1,1). We expect that all bus voltages re-
main within the safe range, and the cost limit c is set to
-0.5 under the normalized standard.

4 Method
We propose the Multi-Agent reinforcement learning with
Double Estimation of Lagrangian Constraint (MA-DELC) al-
gorithm and study the impact of different cost function de-
signs. These components are introduced below in details.
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4.1 MARL with Double Estimation of Lagrangian
Constraint

Constrained optimization problems in Eq. 2 can be solved by
the Lagrange-multiplier method [Bertsekas, 2014]. Specifi-
cally, it introduces a Lagrangian function L(π, α) as defined:

L(π, α) .= f(π)− α(g(π)− c),where

f(π) = E(st,at)∼π

[∑
t

γtr(st, at)

]
, and

g(π) = E(st,at)∼π

[∑
t

γtC(st, at)

]
.

(3)

where α > 0 is the Lagrange-multiplier or the dual variable;
f(π) is the discounted cumulative return of reward; g(π) is
the discounted cumulative return of cost; and c is the cost
limit. Here, L(π, α) can be viewed as the optimization objec-
tive, and coefficient α determines the degree of emphasis on
the constraint g(π).

In MA-DELC, two separate critics (Q functions) are
trained, where one is a reward-criticQrϕ for estimating the cu-
mulative reward return f(π), and the other one is a cost-critic
Qcϕ for estimating g(π), ϕ denote the parameters of the critic
networks. Follow the formulation of SAC-Lagrange [Ha et
al., 2020] and MADDPG [Lowe et al., 2017], we use TD-
error loss to train critics:
JQ(ϕ) = E(st,at)∼D

[
(Qr

ϕ(st, at)− yr)2 + (Qc
ϕ(st, at)− yc)2

]
,

yr = rt + γQ̄r
ϕ′(st+1, at+1)|(rt,st+1)∼D,at+1∼πθ′ (st+1),

yc = ct + γQ̄c
ϕ′(st+1, at+1)|(ct,st+1)∼D,at+1∼πθ′ (st+1).

(4)

Q̄rϕ′ , Q̄cϕ′ denotes the target critic network with the parameter
ϕ′ that is soft copied from the critic network every τ steps.

In existing primal-dual constrained RL methods [Ha et al.,
2020; Liang et al., 2018], the cost-critic Qc is directly used
for updating the dual variable, which is inaccurate due to the
uncertainty of cumulative cost and the bias of the Q value ap-
proximation. This may lead to the algorithm overestimating
the constraint satisfaction. To avoid these errors, we train a
one-step cost estimator Ĉ with the parameter ψ for adjusting
the dual variable α with the mean square error.

JĈ(ψ) = ||Ĉ(st, at)− ct||
2
2|(st, ct) ∼ D, at ∼ πθ(st) (5)

On the purpose of maximizing the Lagrangian function
L(π, α), we can get the actor loss:

Jπ(θ) = Est∼D,at∼πθ

[
−Qrϕ(st, at) + αQcϕ(st, at)

]
(6)

where D is the replay buffer and θ is the parameters of the
actor network.

To ensure that the constraint g(π) < c is satisfied, we learn
the adaptive safety weight α (Lagrangian multiplier) by min-
imizing the loss J(α):

J(α) = Est∼D,at∼πθ

[
α(c− Ĉψ(st, at))

]
(7)

In this case, if Ĉψ(st, at) > c, the constraint is not satisfied,
so α will be increased to emphasize safety more; otherwise α
will be decreased.

Algorithm 1 Training process of MA-DELC

1: Initialize replay buffer D, actor and critic parameters.
2: for each episode do
3: for each time step t do
4: for agent i ∈ N do
5: Select action ai = µθi(oi) + ξ, ξ ∼ N (0,Σstd).
6: end for
7: Execute joint action a = (a1, . . . , an) at state s.
8: Get reward r, cost c by going to next state s′.
9: D ← D ∪ (s, a, r, c, s′), s← s′.

10: Sample batch B from D.
11: Update Qrϕ, Q

c
ϕ by minimizing the loss in Eq. 4.

12: Update Ĉψ by minimizing the loss in Eq. 5.
13: Update πθ by minimizing the loss in Eq. 6.
14: Update α by minimizing the loss in Eq. 7.
15: θ′ ← τθ′ + (1− τ)θ, ϕ′ ← τϕ′ + (1− τ)ϕ .
16: end for
17: end for

Figure 2: The topology of the distribution network of the 141-bus
and 322-bus scenario in the MAPDN environment.

4.2 Cost Functions
In Section 3, we formalize the cost function according
to the form of the constraint and the Lagrange-multiplier
method. However, this boolean cost function is not informa-
tive enough for agents to learn from in large-scale scenarios.
To provide more information about the constraint and the de-
gree of violation, we propose several cost functions below:

1. Boolean Cost: This is the basic cost function that im-
plies whether the constraint is satisfied. If all buses’
voltages are in the safe range at the time step, the cost
is 0; otherwise, the cost is 1. Denote

Cpercent = 1−
∑
i I(vi < 0.95||vi > 1.05)

|V |
(8)

as the percent of buses whose voltages are within the
safety limit. Then this boolean cost function is as:

C(s, a) = I(Cpercent = 1.0). (9)

2. Step Cost: We construct the piece-wise cost function to
provide more information about the whole picture of the
power grid. This cost function differs from the boolean
cost function in that it returns a lower cost when more
than 90% of all buses are under control. We expect the
step cost function to help the agents to distinguish be-
tween safe and unsafe actions when the constraint is hard
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Figure 3: Control Ratio (CR) and Q Loss (QL) results of the different algorithms (CR: higher is better, QL: lower is better).

to be fulfilled completely and the agents cannot get in-
formation from the boolean cost function.

C(s, a) =


0, Cpercent = 1.0

0.5, Cpercent ∈ [0.9, 1.0)

1, Cpercent ∈ [0, 0.9)

(10)

3. V-Loss Cost: The v-loss cost function measures the
mean voltage deviation from 1.0p.u. of all buses. This
cost function is continuous and is the most informa-
tive one among other cost functions. Minimizing v loss
means keep nodal voltage as stable as possible, and cor-
relates with safety. However, it does not give explicit
information about whether the constraint is violated.

C(s, a) = 1

|V |
∑
i∈V

lv(vi) =
1

|V |
∑
i∈V

(|vi − 1.0|1) (11)

4.3 Implementation Details
The main procedures of our MA-DELC method are outlined
in Algorithm 1. In lines 4-9, agents interact with the environ-
ment to obtain transition data. We add noise ξ on the action
to be executed to encourage exploration. The variance Σstd
of the noise ξ is a hyper-parameter. Actors of different agents
use shared parameters, and the input of actors is local obser-
vation oi appended with agent id. Next, we update α and
the parameters of actor, critic, cost estimator and target critic
networks in lines 10-15.

5 Experiments
5.1 Experiment Setups
Environment. We conduct experiments based on the
Multi-Agent Power Distribution Networks (MAPDN) envi-
ronment [Wang et al., 2021]. The MAPDN environment

serves as a suitable framework for distributed active voltage
control, readily accommodating the application of MARL al-
gorithms. This environment presents 3 scenarios: the 33-bus,
the 141-bus and the 322-bus scenarios, containing 6, 22 and
38 agents, 32, 84 and 337 loads, respectively. The load and
PV data is sourced from real-world datasets, lending authen-
ticity to the simulations. The topological structures of the
141-bus and 322-bus networks are visualized in Figure 2.

To assess the performance of the MARL algorithms in
these scenarios, we employ two key evaluation metrics:

• Controllable Ratio (CR): It calculates the ratio of the
steps in an episode where all buses’ voltage is under con-
trol within the safety range (i.e. 0.95 ≤ vi ≤ 1.05, ∀i ∈
V \{0}).

• Q Loss (QL): It calculates the mean reactive power gen-
erations by agents per time step. This metric is chosen as
a proxy for power loss (PL), which is often challenging
to obtain for the entire network. QL serves as an approx-
imation of the power loss attributable to PVs (agents).

These metrics together enable a comprehensive assessment
of the algorithms’ capabilities in terms of voltage control and
power loss. In our evaluation, our focus is to identify algo-
rithms that achieve high CR while maintaining low QL, with
CR being the primary concern.

Baseline Methods. According to the experimental results
of [Wang et al., 2021], COMA [Foerster et al., 2017], MAD-
DPG [Lowe et al., 2017] and MATD3 [Ackermann et al.,
2019] surpass other MARL algorithms in the MAPDN en-
vironment. Therefore, we use them as our baselines. We
provide brief descriptions of each of these baselines below:

• COMA [Foerster et al., 2017]: the method incorporates
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Figure 4: Control Ratio (CR) and Q Loss (QL) results of the ablation studies (CR: higher is better, QL: lower is better).

counterfactual reasoning to address credit assignment
problems in cooperative multi-agent settings.

• MADDPG [Lowe et al., 2017]: the method employs
actor-critic architectures and centralized training with
decentralized execution to enhance the coordination of
agents. In the architecture, each agent has a centralized
critic and decentralized actor.

• MATD3 [Ackermann et al., 2019]: the method com-
bines the advantages of actor-critic methods with twin
critics and target policy smoothing, making it suitable
for complex multi-agent environments.

The reward of these non-Lagrangian baselines follows
the settings in [Wang et al., 2021], defined as r =
− 1

|V |
∑
i∈V lv(vi) − β · lq(qPV ). lv(·) is a voltage bar-

rier function to measure voltage deviation from 1.0p.u.; β
is a hyper-parameter to trade-off between satisfying safety
constraints and reducing power loss; lq(qPV ) is the reactive
power generation loss of PVs.

5.2 Results
The median results of CR and QL of various algorithms are
shown in Figure 3, and the shaded areas in the charts represent
the standard deviations of runs with different random seeds.

As illustrated in the figure, our proposed approach (MA-
DELC) outperforms the other baseline methods in CR in all
of the 3 scenarios. Specifically, MADDPG achieves a CR of
approximately 0.92 in the 33-bus scenario and around 0.9 in
the 141-bus scenario. COMA’s and MATD3’s performance
is comparable to MADDPG regarding CR in the 33-bus sce-
nario but deteriorates in the 141-bus scenario. Remarkably,
our proposed MA-DELC approach attains a stable CR close

to 1.0 in these two scenarios. The QL of MA-DELC is
slightly higher than baselines in the 33-bus scenario, but we
consider it acceptable for maintaining an outstandingly sta-
ble CR. This achievement underscores the efficacy of the La-
grangian constraint method in consistently satisfying the con-
straints while optimizing the objective function.

In the more complex 322-bus scenario, all baselines ex-
hibits unstable CR and low QL of 0.03-0.05. Among the
baselines, MADDPG maintains relatively higher CR (around
0.75) and lowest QL (around 0.03). MA-DELC outperforms
other baselines in terms of CR, and achieves a QL close to
COMA. The results of CR of MA-DELC and other baselines
all exhibit high variance. We assume that in the 322-bus sce-
nario, the intricate topological structure of the power grid de-
mands more sophisticated agent coordination, and achieving
a CR of 1.0 may be particularly challenging or even infeasi-
ble. Additionally, according to the results in Shi et al. [2023],
the safety layer method reaches CR of 0.95 , 0.95, 0.85 in
the 3 scenarios, while our method reaches a higher CR of
1.0, 1.0 and 0.9 respectively apart from reducing power loss.
Overall, our results highlight the promising performance of
MA-DELC, especially in scenarios with high complexity and
stringent constraints, when applying to real-world.

5.3 Ablation Studies
We conduct ablation experiments to systematically assess the
impact of each component within our proposed method, as
well as the effects of different cost functions.

Effect of Each Component. The results of our ablation ex-
periments are depicted in Figure 4. MA-DELC w/o cost-critic
uses the single step cost estimator in training the actor net-
work, and MA-DELC w/o cost-estimator uses the cost-critic
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Figure 5: Control Ratio (CR) and Q Loss (QL) results of the different cost functions (CR: higher is better, QL: lower is better).

to update the Lagrange multiplierα. MA-DELC w/o Q-loss
uses only the cost function in training.

MA-DELC w/o cost-critic exhibits lower CR in all of the
three scenarios, which shows that long-term planning is nec-
essary for satisfying the constraints in active voltage control
problem. On the other hand, MA-DELC w/o cost-estimator
can achieve high CR in the middle of the training, while fails
to maintain it due to optimistic overestimation of cost-critic.
These results validate the necessity of the proposed double-
estimation of Lagrangian constraint approach.

MA-DELC w/o Q-loss exhibits clearly higher QL, which
verifies that MA-DELC can fulfill the constraints and opti-
mize the objective concurrently. Notably, MA-DELC has
higher CR than MA-DELC w/o Q-loss in the 141-bus and
322-bus scenario. We assume that it is because maintain-
ing the constraint fulfillment and optimizing the objective do
not always present the opposite gradient, and Q-loss provides
agents with useful information about the environment as well.

Comparisons for Cost Functions. As shown in Figure 5,
we explore alternative cost functions and provide the com-
parative performance in terms of CR and QL. In general, the
step cost function stands out as the most effective choice, out-
performing the other cost functions in both CR and QL. These
results echo our initial argument that cost functions with more
information facilitate exploration for the agents.

When employing boolean cost functions, MA-DELC man-
ages to learn policies achieving a CR of 1.0 in the 33-bus
scenario, but fails in the 141-bus and 322-bus scenarios. This
discrepancy could be attributed to the limited informativeness
of the boolean cost function, which may not provide suffi-
cient guidance for the agents in the complex large scale sce-
nario. On the other hand, MA-DELC with the v-loss cost

function exhibits unsatisfactory CR in the 141-bus scenario,
but is close to the step cost function in the 322-bus scenario.
The v-loss cost function, while offering more information,
seems to blur the boundary of the constraint fulfillment. In
the 322-bus scenario, the v-loss cost function provides addi-
tional information that can be more helpful, as the constraints
are rarely fully met, leading to better performance.

These insights into the behavior of different cost functions
help us better understand their impact on the learning process
and the ability of the algorithm to satisfy constraints effec-
tively. Ultimately, the choice of cost function should be con-
sidered based on the specific characteristics and requirements
of the power grid scenario.

6 Conclusion
In this paper, we focus on the active voltage control prob-
lem in power distribution networks installed with PVs. We
propose MA-DELC, an innovative constrained MARL algo-
rithm, with the double estimation framework and an adaptive
Lagrange multiplier, to strike a balance between minimizing
power loss and ensuring safety compliance. We conducted
extensive experiments and comprehensive ablation studies
within real-world-scale scenarios provided by the MAPDN
dataset. Experimental results demonstrate that MA-DELC
with appropriate cost functions outperforms other baseline
approaches. Although motivated by the AVC problem, our
method is model-free and does not need any domain-specific
information about the physical system. In the future, we con-
sider testing the algorithm in more complicated settings with
real-world power systems, and applying our method to other
real-world safety-constrained problems.
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