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Abstract

We investigate the emergence and stability of so-
cial conventions for efficiently resolving conflicts
through reinforcement learning. Facilitation of co-
ordination and conflict resolution is an important
issue in multi-agent systems. However, exhibiting
coordinated and negotiation activities is computa-
tionally expensive. In this paper, we first describe
a conflict situation using a Markov game which is
iterated if the agents fail to resolve their conflicts,
where the repeated failures result in an inefficient
society. Using this game, we show that social con-
ventions for resolving conflicts emerge, but their
stability and social efficiency depend on the payoff
matrices that characterize the agents. We also ex-
amine how unbalanced populations and small het-
erogeneous agents affect efficiency and stability of
the resulting conventions. Our results show that
(a) a type of indecisive agent that is generous for
adverse results leads to unstable societies, and (b)
selfish agents that have an explicit order of benefits
make societies stable and efficient.

1 Introduction

Norms (or social laws) and social conventions in agent soci-
eties have received much attention in terms of how they fa-
cilitate coordination and conflict resolution. A norm can be
considered a restriction on a set of actions available to agents,
and a social convention is a special type of norm that restricts
the agents’ behavior to a particular strategy [Shoham and Ten-
nenholtz, 1997]. According to [Pujol ef al., 20051, a social
convention is a regularity of agents’ behaviors as a result of
being a solution to a recurrent coordination problem. Because
all agents in a society are expected to follow these norms and
conventions, they can achieve coordination and conflict reso-
lution with no explicit communications. Thus, they can sig-
nificantly reduce the cost of resolving coordination problems,
especially in environments where a huge number of agents
work together and the situations requiring coordination and
conflict resolution frequently occur, such as service comput-
ing in Internet and sensor network applications. Thus, the
emergence of conventions and their stability in society are
the main concerns in literature on a multi-agent systems.
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A number of studies have addressed conventions and
norms. One important study from this viewpoint is [Shoham
and Tennenholtz, 1992], which first addressed the issue of
formalizing the norms and conventions and synthesizing them
during the design process. However, it is not easy to de-
velop all of the useful conventions in the design stage. Thus,
[Shoham and Tennenholtz, 1997] have addressed the emer-
gence of conventions in a multi-agent context and investi-
gated how they emerge under a number of rationality as-
sumptions using coordination games that have a single po-
tential convention (equilibrium). Subsequently, many re-
searchers have studied the emergence of conventions; For
example, [Walker and Wooldridge, 1995] proposed other
rationalities that can result in the emergence of conven-
tions. Recently, the emergence of norms and conventions
have been investigated from game theoretic approaches where
all agents select actions based on their own payoff matrix
and identify the best actions from their own viewpoint us-
ing reinforcement learning (e.g. [Savarimuthu et al., 2008;
Sen and Airiau, 2007]). Furthermore, for coordination games
having multiple equilibria, [Mukherjee et al., 2008] showed
that all agents develop a norm/convention in order to select
one of the equilibria via reinforcement learning and local in-
teractions, and [Pujol et al., 2005] have investigated the role
of the agent’s network structure in the emergence of social
conventions. However, these studies mainly focused on the
emergence of conventions of coordination games.

However, agents in actual applications often encounter
conflict situations expressed as a non-coordination game.
This means that it does not have an obvious equilibrium. Fur-
thermore, if they fail to resolve the conflict, the conflict situ-
ation still remains, and thus, the game is iterated. Hence, the
emergent social conventions should resolve the conflicts as
quickly as possible from the social perspective; that is, they
can reduce the number of game iterations as well as enlarge
the payoffs of individual agents.

Stability of emergent conventions is another important is-
sue: If agents continuously use an emergent convention, but it
is altered to another one, the results from the convention may
become undesirable. However, if agents are conservative and
never change the convention, the agents will not be able to
adapt to the open environments.

The aim of this paper is to investigate the question of
whether conventions that lead to efficient conflict resolution



can emerge in competitive and conflict situations using rein-
forcement learning, even though agents act and learn accord-
ing to their own payoff matrices. We expressed this situa-
tion as a Markov game whose best policy is non-trivial for
all agents since the payoff matrices in the adversary agents
are unknown. We also focus on the stability of the conven-
tions if agents continuously use them. For this purpose, we
introduce a number of payoff matrices that characterize the
agents’ decision, in order to understand how the characteris-
tics affect the emergence of conventions, the resulting soci-
eties, and their stability. We analyze the resulting societies
in detail, in order to understand why the resulting efficiencies
differ and why the emergent conventions are (un)stable.

Another feature of our research is that an agent in the so-
ciety plays this game with an anonymous agent, and it learns
the policy from the results of games with different agents, as
in the social learning of [Mukherjee ef al., 2008]. Thus, no
agent has prior knowledge about their adversary, and each has
to act on the basis of only the strategy it has learned so far.
Hence, agents have no choice but to use conventions.

This paper is organized as follows: first, we discuss the
model of the game by describing the conflicts and the is-
sues to be addressed. Next, we introduce the agents that
are characterized by their payoff matrices. Then we describe
the experiments that show what agent characteristics result in
conventions for social efficiency and their stability. Our re-
sults indicate that agents having explicit orders of actions can
achieve the emergence of social conventions that are stable
and can lead to an efficient society, whereas those that are not
willing to give the other an advantage (that is, negative local
payoffs) cannot develop such conventions. We also show that
a type of indecisive agent that is generous with adverse results
can achieve the emergence of conventions for an efficient so-
ciety but that is unstable.
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Figure 1: Narrow road game.

2 Model and Problem

2.1 Narrow Road Game in Agent Society

To clearly describe a conflict situation, we consider a
modified version of the narrow road game (MNR game)
[Moriyama and Numao, 2003] in which car agents encounter
the situation shown in Fig. 1. This is a two-player game,
more precisely a sort of Markov game or stochastic game
[Moriyama and Numao, 2003; Littman, 1994], expressed by
the following payoff matrix where the agents take one of two
actions, p (proceed) or s (stay):

P s <— Actions of the adversary agent.
-5 3
s ( ~05 0 ) (M1)
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Suppose that the joint action is denoted by (m, m,), where
my and m, are the actions of local and adversary agents, re-
spectively. If the local and adversary agents take the same
actions, that is, their joint action is (p, p) or (s, s), the game
does not end and they will play a second round; the game is
iterated until they take different actions.

The agents having matrix (M1) receives —5 (maximum
penalty) if their action is (p, p) because they have to go back
to escape the deadlock. However, (s, s) does not induce any
benefit or penalty because no progress occurs (later, we intro-
duce a small penalty for (s, s)). The action pair (s, p) induces
a small penalty (—0.5) because the adversary agent has prior-
ity, but the local agent can proceed right after that. Of course
(p, s) has the maximum benefit, since the local agent has pri-
ority over the adversary agent.

The characteristic of this game is the unbalanced penalties
for (p, p) and (s, s), and we should emphasize that this kind
of situation often occurs in conflicts; if one of the conflicting
agents moves without considering the other agents, it may re-
sult in a significant penalty. However, if all agents concerned
take the wait-and-see strategy, nothing happens; this leads to
zero or small penalties and another round of the game.
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Figure 2: Modified narrow road game.

We consider that agents in two parties Ay, and Ag, which
are the disjoint sets of agents, play the MNR game. We also
assume that A = Ay U Ap is the society of agents. The two-
lane road, as shown in Fig. 2, is one in which agents in Ap,
(AR) move forward in the left (right) lane. Each position on
the road is represented by a cell denoted by L; or 2, where
tand j (1 < 4,5 < ) are the indices in Fig. 2 and [ is
the length of the road (so [ = 100 in Fig. 2). The notation
aty(a”, D;) means that agent a” € Ap is at D; at time ¢,
where D = L or R. No two agents can be at the same cell.
Agent a” (€ Ap) at D; moves forward to D;1 (if j # 1) or
D, (if j = 1) every time if no agent is in the forward position.
The road has a number of narrow parts where left and right
lanes converge into one. The narrow part is expressed by a
single cell so only one agent can be in it. Hence, if Ly is a
narrow part, then Ly = Rj_1.

In this environment, two agents a € Ay, and af € Ag
play the narrowroad game when they are on ether side of a
narrow part and must avoid collision. More precisely, if, at
time ¢,

(1) Ek, att(aiL, kal) A att(af, lek),
(2) Ly and R;_y41 are the same narrow part, and
(3) no agentisin Lg(= Ri—k+1),
then a’ and aff begin to play the MNR game. For example,

the darkly colored agents in Fig. 2 will play the game. A
game started at ¢ is denoted by GG;. Agent a can proceed at



t+ 1, that is, at;1 (a, L), if its action is p, and the adversary
agent takes action s and G; ends (and the adversary agent
will be able to proceed at ¢ + 3 if the above conditions do not
hold).

Resource conflicts similar to the MNR game can be found
in real applications. An obvious example is robots moving
about in a room. They may have to pass through narrow
spaces, such as through a door or a space between a desk and a
bookshelf. Also in Internet services, such as grid computing,
cloud computing, and service computing, where a great deal
of tasks (or service components) are requested by many dif-
ferent agents, a number of tasks are sometimes requested si-
multaneously, and this can slow down the server, cause tasks
to be dropped or, in rare cases, cause thrashing/livelock due
to a lack of resources. In such a case, the agents have to can-
cel/stop the current jobs and request/resume them again. In
our model, agents in a social party correspond to those re-
questing a certain task or service component as a part of the
larger task and the payoff matrix expresses the original strat-
egy of the agents when the conflicts occur. Conflicts may oc-
cur with any type of agent, some of which may have just been
added to the systems, so the appropriate social behaviors can-
not be decided a priori. Thus, they have to learn appropriate
social conventions so that they can resolve conflicts as soon
as possible and with less effort even though they will receive
an initial small penalty.

2.2 Emergence of Conventions

We investigated how agents learn the conventions for the
MNR games by reinforcement learning and how their soci-
ety becomes efficient as a result of the emergent conventions.
We shall use the term policy, which is used in reinforcement
learning literature, to express what action will be taken in
each state. Thus, we can say that the conventions are learned
policies each of which is common in each social party Ay, or
Ap and that are consistent with each other. Thus, two con-
ventions in Ar and Ay, are called joint conventions. Note that
consistent conventions mean that the joint actions induced by
the joint conventions can immediately resolve a conflict.

For each game, agent a € A receives a payoff v as a posi-
tive or negative reward. If a cannot resolve the conflict (that
is, the game does not end), a has to play the MNR game again
with the same adversary. The MNR game can be expressed
as the Markov process shown in Fig. 3. Note that, in this fig-
ure, S(= W) and T are the start and terminal states, and W,
indicates that the agent plays the n 4 1-th MNR game and so
has already come to a standstill n times.

Unlike the dotted-line nodes in Fig. 3, after the start state,
the agent does not enter different states depending on the ac-
tions of the adversary agents (this is the same as the origi-
nal narrow-road game [Moriyama and Numao, 2003]). This
means that the agent does not change its policy in accordance
with the previous action of the adversary agent. Rather, the
policy depends only on its local states. As mentioned before,
the agent plays the MNR game with an anonymous agent that
may have inconsistent policies (at least, this is true before
conventions emerge). Nevertheless, agents have to resolve
a conflict with less effort using social conventions. Agents
cannot use prior knowledge about the adversary agents for
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Figure 3: State transitions of modified narrow road game.

the emergence of conventions.

We also note that the games may be iterated any number
of times, but that agents go back to state W, if the game is
iterated more than n times in this model, as shown in Fig. 3.
In the following experiments we set n = 5 because agents
rarely entered W5 after sufficient learning steps.

All the agents learn Q values for all states by using,

QWyp,m) +— (1-a)Q(W,,m)
+ a[r(Wn,m)—l—WHrlg/xQ(WnH,m')] (1

where m is a possible action, « is a learning rate, v is a dis-
count factor, and the reward is a payoff defined in the payoff
matrix. Agents take actions based on the Q value for each
state by using the e-greedy strategy.

We expect that agents in Ay, (or Ag) will learn common
conventions and that the conventions of Ay and Ar may be
different from each other but consistent. However, by intro-
ducing a state variable indicating the direction of an agent into
the Markov model, it is likely that all agents in A can devise
the same conventions that take different actions for different
directions. However, we do not merge the parties since we
intend to investigate how the efficiency of the emergent soci-
eties is affected by characteristics of agents.

2.3 A Variety of Payoff Matrices

We introduce a number of payoff matrices that characterize
the agents in order to investigate their effect on the emergent
conventions:

(M2) Moderate (M3) Selfish
-5 3 ) 3
<0.5 0) <0.5 0.5>
(M4) Generous (M5) Self-centered
-5 3 -5 3
< 3 0.5> <5 0.5)

Note that we call an agent characterized by matrix M1 nor-
mal. An agent has only one payoff matrix.

Matrix M2 characterizes a moderate agent whose payoff of
(s, p) is 0.5 (positive); it may be able to proceed the next time.
The selfish (or self-interested) agent is characterized by M3,
which has a positive payoff only when it can proceed the next



time. (Joint action (s, s) also induces a small penalty because
it is a waste of time). The generous agent defined by M4 does
not mind if its adversary proceeds first (it can proceed the
next time if the game is over). This matrix defines the coor-
dination game and has two obvious equilibria [Mukherjee et
al., 2008] if this is a singe shot game. The self-centered agent
characterized by M5 is only satisfied when it can proceed and
is very unhappy if the adversary goes first. Matrix M5 has the
obvious best action p if the game is not iterative.

3 Experiment — Emergent Conventions from
Payoff Matrices

3.1 Experimental Setting

We assume that the populations of both parties |Ay | and |Ag|
are 20, the road length [ is 100, and there are four narrow
parts along the road (the positions are random). All agents
in Ay (Ag) are randomly placed on the left (right) lane ex-
cept for the narrow parts. We also define a small probability
8 whereby agent a does not proceed with probability 8 even
if its next forward position is empty. Parameter /3 avoids sit-
uations where no games occur.! We set o = 0.05, v = 0.95,
€ = 0.05, and 5 = 0.001. The data shown in this paper are
the average values of 1000 trials.

3.2 Improvement of Social Efficiency

We assume that Ar and Ay, consist of homogeneous agents.
The first experiment investigated how reinforcement learning
over time shortens the time required for agents to go round
(that is, the time required to come back to the start position;
this is called the go-round time). All the experimental re-
sults shown in this paper are the average values of the data
calculated through 1000 trials in the simulation environment.
We compared the average go-round times (AGRT) of the so-
cieties. The results are shown in Fig. 4, where the AGRT
values are plotted every 1000 times from ¢ = 0 to 200000.
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Figure 4: Average go-round time (AGRT).

"For example, games never occur if all the agents are evenly
spaced apart.
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This figure indicates that the AGRT values become smaller
in all societies except the self-centered one. Because a
smaller AGRT means that conflicts can be resolved more
quickly, we can say that the society becomes more efficient
through reinforcement learning.
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Figure 5: Average Q values in state .S for actions p and s in
Ay, and Ap with moderate agents.

Q(p)inA,  ===-Q(s)in AL
T —apinAr Qs)inAr
Ti
0 ' . lme‘ | .
50000 1000 150000 NkOOOOO
) |—

|

AL 2
Ty I,
“‘. \‘\,/»ﬂ ‘

\
\
\

M
1

-~
’
1

s

Average Q values forpand sin A and Az .

-5

Figure 6: Average Q values in state .S for actions p and s in
Ay and Apr with self-centered agents.

To check whether or not social conventions really emerge,
we looked into the changes in the average Q-values in state
S of Ar and Apg of a typical example from the 1000 trials
in the moderate society. The results are shown in Fig. 5.
The agents in Ay, had a higher average Q-value for p than
for s, whereas those in Ag had opposite values. In fact, for
t > 22000, all agents in Ay, acquired a policy selecting p,
and all those in Ar acquired one selecting s. These conven-
tions are consistent with each other in that they indicate less
effort in resolving conflicts and thus result in high efficiency.
Although in this example, the conventions that prioritize Ay,
over Ag, (these are called left-priority conventions) emerge,
in general, left- and right-priority conventions emerge with
equal probability in the societies of normal, moderate, self-
ish, and generous agents.



No consistent conventions emerged in the self-centered so-
ciety, however. Figure 6 plots the changes in the average Q-
values in S over time using the same trial (identical random
seed). The Q values periodically vary, and almost all agents
in A prefer p; the society becomes very competitive, and the
AGRT values never become smaller.

3.3 Characteristics of Emergent Conventions

Left- or right-priority conventions usually emerge except in
the self-centered society. However, Fig. 4 indicates that the
convergence speed and resulting efficiency depends on the
characteristics of the agent. To account for these differences,
we analyzed the emergent conventions in detail.

First, let us denote the prior party by Ap, and the other
party by Ay, where PN = L or R and P # N for each
trial. We define N'*(m, W, P)(< 20) to be the number of
agents in party P that have the policy to select action m in
state W at time ¢, where m = pors, W = ST or W,,
and P = Ap, Ar, Ap, or Ay. If t = 300000, the super-
script ¢ is omitted (we stopped the simulation at ¢ = 300000
because of limited resources, but we believe that this pe-
riod was long enough to get a clear picture of the emer-
gent conventions and their changes over time). Note that
Nt(p, W, P) + Nt(s, W, P) = 20.

In the ideal case, the learned policies evolve into joint con-
ventions in which all agents in Ap select p and others select
s; that is,

Nt(p,S,Ap) =20 AN (s, S, Ax) = 20. )

The joint conventions of this type are called efficient. Con-
versely, if agents in either party do not evolve conventions,
that is, N't(p, S, Ar) # 0 ANt (p, S, Ag) # 0, these rules
(not conventions) are called scrambled because a number of
agents have policies resulting in an inconsistent joint action
(p,p).

We found that there are intermediate cases between the ef-
ficient and scrambled cases, for example, N t(s7 S, AN)
Nt(s, W1, Ax) = 20. This occurs because the second round
of the game is independent from the first round. In such a
case, if ap € Ap takes s (this occurs with probability €) and
enters the second round of the MNR game, ap is still privi-
leged in W7. This increases Q(S, s) of ap. Thus, conditions

20—Nt(S,S,AP) Nt(p,S,Ap)<20 and
Nt (p, W1, Ap) 20

hold for sufficiently large ¢. This increases the chance of a
joint action (s, s) in the first round but, of course, it is a waste
of time. In such a case, agents in Ay likely stay (do not
proceed) until ¢ 4+ 2 of game G, if the adversary agent does
not select p. Such joint conventions are called 2-iterative in
this paper.

Similarly, the following cases sometimes occur:

3)

Nt(S,WQ,AN): . :Nt(S,Wk,AN):2O
Nt(sa Wk-‘rla AN) 7é 20 (4)
Nt(p7WkaAP) = 20

where S = W,. Here, agents in Ay likely select the joint
action (s, s) k times; thus, they likely stay &k 4 1 times. When
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Table 1: Numbers of emergent convention types.

Types of agents Cor  Choar  Cocram
Moderate 638 362 0
Selfish 851 121 28
Generous 64 924 12
Self-centered 0 0 1000

the society’s actions lead to the emergence of conventions by
which agents in Ay likely wait k + 1 times if the game is
iterated k times, the joint conventions are called potentially
k-iterative or simply k-iterative.

Let us define notations to classify the 1000 trials of the
experiments. C}, is the number of trials that evolved k-
iterative conventions at t. Since the efficient conventions are
I-iterative, C! is also denoted by Cjﬁ. If t = 300000, the

superscript ¢ is omitted hereafter. Similarly, we define C.,,,,
as the number of trials that led to the scrambled conventions.
Cl s 1s the number of transient trials in which the emergent
conventions are neither k-iterative (k > 1) nor scrambled.
The transient trials seem to be on the way to the k-iterative
conventions. Finally, the conventions that are neither effi-
cient nor scrambled are called floating because the policies
that emerged as conventions in Ap for state S may vary, and
thus, the chance of game ‘iterations increases (see Condition
(3)). The number of trials that resulted in the evolution of
floating conventions is Cf,,, = > _j.5o Ck + Ciryyg- Finally, we
redefine the priority conventions. If the conventions are not
scrambled, at least N'(s, 5, Ax) = 20. f N = R(N = L),
the conventions are called left-priority (right-priority) at ¢.

Table 1 lists the values of Cep, Cpoar and Cycram. These re-
sults explain the differences in the AGRT values in Fig. 4,
because C.y of the selfish society is higher than that of the
moderate society, and C.y of the generous society is much
lower than those of the others.

3.4 Stability of Emergent Conventions

To explore the temporal transition of emergent conventions,
we show the changes in Clg, Cfiyyps Cicrams Cii» and Cpy,, over
time in moderate and generous societies, in Fig. 7. These
graphs suggest that the stability of emergent conventions in
the moderate society and the instability of those in the gener-

ous society. From Fig. 7(b), we can see that Cetff decreases and
Cﬁom increases. Thus, efficient conventions gradually change
into floating conventions over time. Figures 7(c) and (d) de-
pict more detailed data. In the moderate society, k-iterative
conventions are invariant, but in the generous society, the ef-
ficient conventions gradually turn into transient ones and then
into k-iterative conventions (k > 2). Note that Cly + Cf .
start to decrease after t = 120000. Actually, if we review
Fig. 4 closely, we can see that AGRT becomes slightly worse
after t = 120000. In the generous society, agents have two
obvious policies and no clear preference between them. This
prevents the AGRT values from improving. We also note that
the emergent conventions in the selfish society were also sta-
ble whereas a small number of scrambled conventions were
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Figure 7: Ratios and numbers of emergent convention types
over time.

emerged (Table 1.

Let us discuss why the conventions of indecisive agents,
like the generous ones, are unstable. Agent a in Ay some-
times selects p (with probability €), which results in the max-
imum penalty, so Q(S,p) in ax decreases. This behavior
accords with the emergent convention in Ay. However, the
adversary agent ap also receives the maximum penalty and
Q(S,p) decreases. Eventually, a few agents in Ap begin to
use the policy that selects s at S. On the other hand, the joint
action (s, s) receives a relatively small penalty and ap may
be able to receive the benefit in the second round. The emer-
gent efficient conventions in Ap then start to turn to floating
conventions. Agents in the generous society have no clear
opinion, and this makes the society unstable and inefficient.
Thus, having a preference is important for maintaining con-
ventions, although the best payoffs are not always realized.
Note that this discussion explicitly indicates a difference be-
tween our results and those of [Mukherjee er al., 2008].

3.5 Unbalanced Populations

The second experiment investigates how the different popula-
tions of parties affect the resulting conventions. We decreased
the population of only Ar to 18. Note that the population
difference means different chances in the games of the indi-
vidual agents.

Figure 8 shows the AGRT values over time for the mod-
erate, selfish, generous and self-centered society. The AGRT
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Table 2: Percent ratios of emergent societies (unbalanced
populations).

Types of Same populations  Unbalanced populations
agents Rr Rr Rr Rr
Moderate  50.2%  49.8%  56.1% 43.9%
Selfish 50.8% 492%  63.0% 37.0%
Generous 489%  51.1%  73.8% 26.2%
values for the same population (|Ar| = |Ar| = 20) are also

indicated for comparison. These graphs show that the AGRT
values become smaller. The reason is obvious; the chance of
encounters is lower because of the smaller population.

More importantly, we are curious about which parties are
prioritized. Let us denote C;, (Cr) as the number of trials in
which Ay, (Ag) has priority. Table 2 compares their ratios,
thatis, Ry, = Cr/(Cr + Cgr) and R = Cr/(Cr, + Cg), in
all types of societies.

Table 2 indicates that party Ay has more priority than Ag
in the unbalanced population cases, whereas they have the
almost identical probabilities to be prioritized if they have the
same populations. This result shows that bigger societies are
likely to have priority and is preferable because more agents
are prioritized.

3.6 Heterogeneous Agents

Finally, we explored the effect of adding a small number of
heterogeneous agents to a party. Because the self-centered
agents resulted in a quite different society (cf. Figs. 4 5 and
6), we replace two agents in Ar with self-centered agents in
the moderate, selfish and generous societies, so that only Ag
was heterogeneous. Note that |Ar| = |Ar| = 20.

There is no significant difference in the AGRT values from
those in Fig. 4 (so the corresponding figure omitted), but the
numbers of the prioritized parties /R, and R are quite dif-



Table 3: Percent ratios and numbers of prioritized societies
and emergent conventions.

Types of

age nts RL RR Ceﬂ Cﬂoar Cscmm

Moderate  70.0% 30.0% 30.8% 35.8% 33.4%

Selfish 728% 272% 61.5% 14.5% 24.0%

Generous  62.1% 379% 243% 49.5% 26.2%
ferent. Table 3 lists the results together with the ratios of

Cefs Cioar> and Cyeram to the number. Cepqp is larger than in
Table 1 for any type of society. Particularly, scrambled con-
ventions were not emerged in the homogeneous moderate so-
ciety (Table 1) but scrambled conventions were emerged in
the heterogeneous moderate society more than those in the
heterogeneous selfish society.

By comparing R, and R, we can see that the homoge-
neous parties, Ay, is likely to have priority over the hetero-
geneous ones, Ar. However, this result is counter-intuitive,
because the self-centered agents seem to prefer p.

To explain this phenomenon, we must take into account
three facts. First, all the agents almost randomly select their
actions at the beginning of the experiments. Moreover, be-
fore the conventions emerge, agents in the adversary party
may have different policies, so their actions also seem almost
random. Second, if the adversary agents select actions ran-
domly, the self-centered agents become unhappier than the
other types of agents, because the average payoff values in the
self-centered matrix is much lower than those of the others.
Hence, the self-centered agents receive a larger penalty when
they fail to resolve their conflicts or the adversary agent has
priority. Finally, we also have to consider the results of the
experiments on the unbalanced populations because the situ-
ations are quite similar; non self-centered agents in Ap play
the MNR game with those in Ay, and never play with self-
centered agents. These considerations mean that the Ay, has
priority over Ar before the conventions emerge. In fact, Fig.
9(a), which shows C; and Cf, indicates that the left-priority
conventions emerge with higher probability in the moderate
society with two self-centered agents.

However, the situations are quite different after the conven-
tions emerged, as shown in Fig. 9(a). This figure suggests that
the emergent left-priority conventions are gradually destroyed
by two self-centered agents after ¢ = 100000. If Ay, has pri-
ority over Ap, the self-centered agents in A usually select s,
and this results in the maximum penalty. Thus, Q(S, s) grad-
ually falls, and they begin to select p. This confuses agents in
the other society. Figures 9(c) and (e) are the detailed graphs
of the emergent conventions. They clearly indicate that ef-
ficient conventions decrease, and they also show that C.,,.
gradually increase; this cannot be observed in homogeneous
cases (Fig. 7).

On the other hand, the selfish society is relatively robust
against confusion from self-centered agents. Figures 9 (b) (d)
and (f) show that Ctﬂ rarely decreased and C!,,, never in-
creased. Note that Fig. 9(f) has no 4- and 5-iterative conven-
tions. Thus, characteristic like selfish agents is quite impor-
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Figure 9: Ratios and distributions of emerged conventions
(heterogeneous society).

tant to evolve efficient conventions for efficient society and to
sustain the conventions.

4 Remarks

We are interested in the emergence of social conventions that
may incur a certain small cost/penalty to a number of agents
but are beneficial to the society as a whole. This kind of con-
vention plays a significant role in conflict situations where at
least one of the conflicting agents has to compromise. Fur-
thermore, a failure to resolve the conflict means that the sit-
uation still exists, so the game recurs. Our iterative model
using a non-coordinated game is a natural way to describe
the conflict situation.

Another finding is that we have to separately consider the



processes of convention emergence and sustainment. For ex-
ample, the agents having generous matrices that have two best
joint actions (p, s) and (s, p), which bring the maximal pay-
off (and terminate the game), can learn one of these joint ac-
tions as conventions. However, a small chance of exploration
defined by ¢ changes the emergent efficient conventions into
floating ones; that is, the chance of game iterations increases.
However, if ¢ = 0, agents cannot adapt to the changes in their
environments.

Similarly, a small number of self-centered agents in the
moderate society can destroy the emergent efficient con-
ventions in the adversary party by exploration and cause
the scrambled conventions to increase after the conventions
emerge. However, as mentioned before, the emergent con-
ventions are relatively robust if the majority agents are self-
ish.

A small number of heterogeneous agents considerably
change the emergent conventions. The details are not de-
scribed in this paper, but we also examined a case in which
Ay, consisted of only moderate agents and Ar consisted
of only self-centered agents. In this case, right- and left-
priority conventions emerged with almost the same proba-
bility (Rg = 49.3%); 80% of the emergent conventions
were efficient and no k-iterative conventions for & > 3 oc-
curred. However, by replacing two agents in A with moder-
ate agents, the left-priority conventions emerged more often
(Rr = 23.9%). One future task will be is to clarify the ef-
fects of small heterogeneous agents on emergent conventions.

5 Conclusion

We discussed the question of whether conventions for resolv-
ing conflicts emerge as a result of reinforcement learning. We
showed that the types of agents making up the society affect
the efficiency of conflict resolution; they affect the emergent
convention types and their stability. After that, we examined
the features of the emergent conventions in societies consist-
ing of unbalanced parties and those having a small number of
heterogeneous agents. Our results showed that selfish agents,
which have a large positive payoff for its own advantage and
a small negative payoff for other’s advantage, lead to efficient
and sustainable Social conventions. However, they cannot de-
vise conventions if they also have a large negative payoff for
the adversary’s advantage.

We plan to perform a number of experiments in different
situations in the future. For example, in service computing
environments, two service components that consume identi-
cal resources are requested by two or more parties of agents
that have different characteristics according to the group they
belong to. This corresponds to the experiments in which Ag
and Ay, are individually homogeneous but have different pay-
off matrices. Another situation is that a number of new agents
that have no conventions are added to the party: we will ex-
amine how quickly these agents can acquire the conventions.
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