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#### Abstract

Many Al problems, when formulated, reduce to evaluating the probability that a prepositional expression is true. In this paper we show that this problem is computationally intractable even in surprisingly restricted cases and even if we settle for an approximation to this probability.

We consider various methods used in approximate reasoning such as computing degree of belief and Bayesian belief networks, as well as reasoning techniques such as constraint satisfaction and knowledge compilation, that use approximation to avoid computational difficulties, and reduce them to model-enumeration problems over a propositional domain We prove that counting satisfying assignments of propositional languages is intractable even for Horn and monotone formulae, and even when the size of clauses and number of occurrences of the variables are extremely limited. This should he contrasted with the case of deductive reasoning, where Horn theories and theories with binary clauses are distinguished by the existence of linear time satisfiability al gorithms. What is even more surprising is that, as we show, even approximating the number of satisfying assignments (i.e., "approximating" approximate reasoning), is intractable for most of these restricted theories. We also identify some restricted classes oi propositional formulae for which we develop efficient algorithms for counting satisfying assignments.


## 1 Introduction

Investigating the computational cost of tasks that are of interest to Al has been argued [Levesque, 1986, Valiant, 1984] to be essential to our understanding and our ability to characterize these tasks and to finding knowledge representation systems adequate for them.
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The problem discussed most extensively in this context is the problem of propositional satisfiability, the typical NP-hard problem, which is of special concern to AI because of its direct relationship to deductive reasoning. Many other forms of reasoning, including default reasoning, planning and others which make direct appeal to satisfiability, have also been shown to be NP-hard In practice, there is a fundamental disagreement about the implications of this. There is no debate that something has to be given up: restrict the form of the statements in the knowledge base, settle for approximate output and so on. One consequence of the intensive research in that direction is the identification of restricted languages for which propositional satisfiability can be solved efficiently (e.g.. Horn).

In this paper we consider a related problem, that of enumerating satisfying assignments of propositional formulae. We argue that the role played by satisfiability problems in many Al problems in which deduction is of special concern, is replaced by that of counting satisfying assignments when approximate reasoning techniques are used. To support this argument we show that various methods used in approximate reasoning, such a,s computing degree of belief and Bayesian belief networks, as well as reasoning techniques that, use approximation to avoid computational difficulties such as constraint satisfaction and knowledge compilation, can be reduced to solving enumeration problems.

We analyze the computational complexity of counting satisfying assignments of propositional languages, and prove that this is intractable even for Horn and monotone formulae, and even when the size of clauses and number of occurrences of a variable in the formula are extremely limited This should be contrasted with the case of deductive reasoning, where Horn theories and theories with binary clauses are distinguished by the existence of linear time algorithms for their satisfiability. What is even more surprising is that, as we show, even approximating the number of satisfying assignments (that is, "approximating" approximate reasoning), is intractable for most of those ${ }^{1}$ restricted theories. We identify some restricted classes of propositional formulae for which we develop efficient algorithms for counting satisfying assignments While we show that our positive results can sometimes be used to find tractable languages for the approximate reasoning technique discussed, the Implica-
tions of our fairly surprising and widely applicable hardness results are not fully clear.

In the next section we briefly give background material from computational complexity. Section 3 summarizes and sketches the proofs of our technical results, which we put in the context of various approximate reasoning techniques in Section 4.

## 2 The Computational Complexity of Counting Problems

We give in this section a brief overview of the computational complexity of enumeration problems and the related problems of approximate enumeration and random generation of solutions. For a detailed discussion consult [Valiant, 1979a; Valiant, 1979b; Carey and Johnson, 1979; Jerrurn et al., 1986].

With a large number of decision problems we can naturally associate a counting problem. For example, counting the number of satisfying assignments of a Boolean formula, counting the number of perfect matchings in a bipartite graph and counting the number of cycles in a graph. Clearly, the counting version is at least as hard as the decision problem but in many cases, even when the decision problems is easy, no computationally efficient method is known for counting their number. The class of \#P was introduced by Valiant. [Valiant, 1979a, Valiant, 1979b] in an effort to explain this phenomena.

In particular, is was shown that counting the number of satisfying assignments of a CNF formula as well as the counting versions of many other NP-complete problems are complete for $\# P$, but counting versions of some problems in $P$ are also complete for \#P. Examples include counting the number of satisfying assignments of a DNF formula, counting the number of cycles in a graph and many other problems [Valiant, 1979a; Valiant, 1979b; Provan and Ball, 1983].

Problems that are \#P-complete are at least as hard as NP-complete problems, but probably much harder Evidence to the hardness of problems in \#P is sup plied by a result of [Toda, 1989] which implies that one call to a \#P oracle suffices to solve any problem in the polynomial hierarchy in deterministic polynomial time. This may serve also as indication that \#P is outside of the polynomial hierarchy. It is therefore natural to consider the problem of approximate counting. The notion of approximation we use is that of relative approximation [Karp and Luby, 1983; Stockmeyer, 1985; Jerrurn et ai, 1986]. We say that $M^{\prime}$ approximates $M$ within $t$ iff

$$
M^{\prime} /(1+1) \leq M \leq M^{\prime}(1+1)
$$

Indeed, approximating a solution to a \#P problem might be easier than finding an exact solution In fact, it is no harder than solving NP hard problems [Stockmeyer, 1985]. For example, there exists a polynomial time randomized algorithm that approximates the number of satisfying assignments of a DNF formula within any constant ratio [Karp and Luby, 1983; Jerrurn et al., 1986]. It is possible, though, for a \#Pcomplete problem, even if its underlying decision prob-
lem is easy, to resist even an efficient approximate solution. An example for that was given in [Jerrurn et $a /$., 1986], and in this paper we exhibit a similar phenomena. We prove, for various propositional languages for which solving satisfiability is easy, that it is NP-hard to approximate the number of satisfying assignments even in a very weak sense.

We note that a related class of problems of interest to AI, that of randomly generating solutions from a uniform distribution, was shown in [jerrurn et al, 1986] to be equivalent to randomized approximate counting, for a wide class of problems. (All natural problems considered here, e.g. finding satisfying assignments of Boolean formulae and various graph problems are in this class.) It is therefore enough, from the computational complexity point of view to consider the problems of exact and approximate counting, as we do here.

## 3 Summary of Counting Results
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## 4 Reducing Approximate Reasoning to Counting

In this section we consider various techniques for approximate reasoning and show that in each case inference is equivalent to solving a counting problem. Thus, the results in Section 3 apply to all these methods. Due to space limitations the techniques description and the interpretation of the results are brief. We elaborate only in the case of computing degree of belief, the underpinning of approximate reasoning, since the results there have wider implications.

### 4.1 Degree of Belief

The inference of a degree of belief is a generalization of deductive inference, and can be used in case the knowledge base is augmented by, e.g., statistical information, or as an effort to avoid the computationally hard task of deductive inference.

Consider a KB consisting of a propositional theory $\Sigma$ and assume we would like to assign a degree of belief to a particular statement $\boldsymbol{\alpha}$. This situation is natural in various Al problems such as planning, expert systems and others, where the actions an agent takes may depend crucially on this degree of belief. In [Nilsson, 1986] it is suggested that the kind of reasoning used in expert system is the following: "we are given a knowledge base of facts (possibly, with their associated probabilities); we want to compute the probability of some sentence of interest. ... According to probabilistic logic, the probability of a sentence is the sum of the probabilities of the sets of possible worlds in which that sentence is true...

Indeed, the general .approach to computing degree of belief is that of assigning equal degree of belief to all basic "situations" consistent with the knowledge base, and computing the fraction of those which are consistent with the query. Much work has been done on how to apply this principle, and how to determine what are the basic situations [Bacchus, 1990; Bacchus et al., 1992].

We consider here the question of computing the degree of belief in a restricted and simpler case, in which the knowledge base consists of a propositional theory and contains no statistical information2. Using the above approach, all possible models of the theory are given equal weight and we are interested in the computational complexity of computing the degree of belief of a propositional formula i.e., the fraction of models that are consistent with a propositional query.

Given a propositional theory $\Sigma$, the probability that $\Sigma$ is satisfied, $P_{\boldsymbol{\Sigma}}$, is computed over the uniform distribution on a set of $n$ variables.

$$
P_{\Sigma}=\operatorname{Prob}\{\Sigma \equiv T\}=|S A T(\Sigma)| / 2^{n}
$$

Given a propositional theory $\Sigma$ and a propositional statement $\alpha$, the conditional probability of a with respect to

2This problem was considered in the first order case [Grove et a/., 1992] and it was shown that almost all problems one might want to ask are highly undecidable. In some cases, though, it was shown that the asymptotic conditional probabilities exist, and can be computed. The hardness results we get in the restricted just highlights the computational difficulties in the more general cases.
$\boldsymbol{\Sigma}$ (the degree of belief in $\boldsymbol{\alpha}$ ), $\boldsymbol{P}_{\boldsymbol{\alpha} \mid \boldsymbol{\Sigma}}$, is the fraction of satisfying assignments of $\boldsymbol{\Sigma}$ that satisfy a:

$$
P_{\alpha \mid \Sigma}=\operatorname{Prob}\{\alpha \wedge \Sigma \equiv T \mid \Sigma \equiv T\}=\frac{|S A T(\alpha \wedge \Sigma)|}{|S A T(\Sigma)|}
$$

Since $|S A T(\alpha)|=P_{\alpha+p \vee p}$ for any variable $p$, we have: Observation 4.1 Computing (approximating) the degree of belief in a propositional statement with respect to a propositional theory, is equivalent to computing (approximating) the number of models of the statement.
Based on this observation, our results prove the intractability of computing and even approximating the degree of belief for restricted propositional languages such as Horn and monotone formulae of bounded degree and bounded size of clauses. The observation also implies that the positive results for, e.g., acyclic theories and theories of degree 2 can be applied directly.

### 4.2 Bayesian Belief Networks

Bayesian belief networks provide a natural method for representing probabilistic dependencies among a set of variables and are considered an efficient and expressive language for representing knowledge in many domains [Holtzman, 1989]. We consider here the class of multiple connected belief network, i.e., networks that contain at. least one pair of nodes (variables) that have more than one undirected path connecting them. It has been argued that the expressiveness of these networks is required for representing knowledge in several domains, like medicine. For definitions and an elaborate discussion of Bayesian belief networks, the expressiveness of this representation and the type of inference one can utilize using it see [Pearl, 1988].

The general inference problem using belief network is that of calculating the posterior probability $P\left(S 1 \mid S^{\prime} 2\right)$, where S1 (S2) is either a single instantiated variable or a conjunction of instantiated variables. The most restricted form of probabilistic inference, determining $P(Y=\mathrm{T}$ ) for some propositional variable $Y$ (with no explicit conditioning information), was analyzed by [Cooper, 1990] who proved it is NP-hard. This hardness results for the exact inference problem shows that one cannot expect to develop general-purpose algorithms for probabilistic inference that have a polynomial running time and therefore there is a need to divert attention toward trying to construct approximation algorithms for probabilistic inference. Our results show that this is not the case; Cooper's argument can be modified and his results strengthen in the following way: we reduce the problem of counting satisfying assignments of a propositional formula (e.g., in 3SAT) to that of computing the probability that a node in a belief network is true. The results presented in Section 3 imply:
Theorem 4.2 Computing the probability that a node in a Bayesian belief network is true, is complete for \#P. Approximating this probability is NP-hard.
The proof consists of reducing a counting problem to the inference problem, and is given in the full version of the paper. We note that based on the results in Section 3, formulae from restricted propositional languages can be
reduced to an inference problem in a similar way, resulting in even stronger results, in which the topology of the network is further restricted. Recently, [Dagum and Luby, 1991] have proved that even finding an absolute (additive) approximation of a solution to the inference problem is NP-hard.

### 4.3 Knowledge Compilation

The idea of knowledge compilation was introduced by [Selman and Kautz, 1991] as a new approach to developing fast and efficient knowledge representation systems. In this framework, statements represented in a general unrestricted representation language arc cornpiled by the system into a restricted language that allows for efficient inference. Since an exact translation into a tractable form is impossible in general, the system searches for the best approximation of the original information. This process is NP-hard and therefore the technique is called "compilation". The aim is to use approximations to speed up inference, without giving up correctness or completeness: computational costs are shifted from "run-time" to the off-line compilations process. In particular, in [Selman and Kautz, 1991] it is shown how propositional logical theories can be compiled into Horn theories that approximate the original information.

Consider a propositional theory $S$, and let. U(V) arnote its set of modets. The sets $\Sigma_{\text {m }}, \Sigma_{\text {ab }}$ of llorn clauses are a Horn lower-hound and Hors upper-hound, respoctively, of $\Sigma$, iff

$$
M\left(\Sigma_{i b}\right) \subseteq M(S) \subseteq M\left(\Sigma_{1+h}\right)
$$

$\Sigma_{g i b}$ and $\Sigma_{\text {iub }}$, the greatest Horm lower- froumi and lrast Horn upper-bound, respeciively, of 5 , arr radlod $/ /$ aro approsimations of the original theory x .

Horn approximation can be used in ine inferenre procedure by testing if $\Sigma_{\text {iub }} \equiv a$ amt $\Sigma_{g h} \notin$ a ratiber than $\Sigma E \alpha$. This procedure takes only linear time in the length of the approximations ${ }^{3}$

Taking the "counting" approacle, as we suggest in this paper, can slied some light on the problems in kimwledge compilation, In knowledge compilation, approximation is defined in terms of ronfaimment, and not in terms of proximity in the tumber of models. We slow, for example, that it is intractable to even approximate the utility of an approximation, i.e., io deternilie low offon will the approximation hesp in the dednction process

Since the length of Eiub might be expomentially long with respect 1.0 the original theory [lianla and Selman, 1992], which would nullify any gain reasoning with the approximation might provide, various techniçues wert considered to evaluatre the approximation process, and abort it when it is good enough. Our approath ruks out. the existence of a general technique for that ${ }^{4}$. On the

[^0]other hand, due to the tight relations between counting satisfying assignments and the quality of the approximation, it might be worthwhile to use our positive results and investigate the question of approximating a theory by languages for which we can efficiently count satisfying assignments.

### 4.4 Constraint Satisfaction Problems

Constraint satisfaction problerns (CSP) provide a convenient way of expressing declarative knowledge, by focusing on local relationships among entities in the domain.

A constraint satisfaction problem [Dechter and Pearl, 1988 involves a set of $n$ variables $x_{1}, \ldots x_{n}$ having domains $D_{1}, \ldots D_{n}$, where each $D_{i}$ defines the set of values that variable $x_{i}$ may assume. An $n$-ary relation on these variables is a subset, of the Cartesian product $D_{1} \times D_{2} \times \ldots \times D_{n}$. A constraint between variables is a subset of the Cartesiatr product of their domains. The set of all $n$-tuples satisfying all the constraints are the solutions to the CSP. The problem is either to find all the solutions, or one solution.

It is clear that these problems are hard since a constraint satisfaction is a gelesalization of CNF formulaf. In particular, if we consider a network of binary constrainns over $D_{i}=\{0,1\}$, as is usually done, the problem can be represented as a 2SAT formula.

The counting point of view taken here gives insight into several questions in constraint satisfaction problems. Finding all the solutions is clearly an enumeration problem, and based on the results in Section 3, it is \#Pcomplete for almost all nontrivial cases ${ }^{6}$.

Search techniques were , raditionally used to solve (SP's, and various heuristics for guidiug the search [Dechter and Pearl. 1988] suggest that one rely on counting to evaluate the most probable path to take. Our results show 1 hat in general, even these heurjstics are computationally intractable. On the other hand, the positive results, e.g., the result for Acyclic formulae, can be used to identify domains for which these problems can be solved efficiently.

## 5 Conclusions

We have put results on the complexity of counting and approximating the number of satisfying assignments of propositional formulae in the context of various approximate reasoning techniques. The significance of this approach was illustrated by showing that various, supposedly different methods in approximate reasoning can be reduced to counting.
tee however, that this approximation is "close" to the optimal one, nor that the optimal one approximates the original theory within any reasonable bound, as our techniques show
"Not every n .-ary relation can be represented by a network of binary constraints with n-variables [Montanari, 1974].
${ }^{6}$ We comment, though, that Valiant's results ([Valiant, 1979b], Fact 7) imply that under simple conditions (e.g., when finding one solution is easy and the problem satisfies a form of self-reducibility), enumerating the solutions is polynomial in their number even when the counting problem is hard. These conditions trivially hold for Horn formulae, and therefore for subclasses of CSP as well.

Our hardness results seem to indicate that computing degree of belief, as well as other approximate reasoning techniques, are intractable for almost all propositional languages. Moreover, even an approximate computation of the probability was proved to be intractable for a wide class of propositional languages. The fact that most applications are believed to require much more than propositional calculus just highlights these computational difficulties. These results do not rule out the possibility for efficient algorithms that apply in restricted cases, as our positive results suggest; identifying more positive results and investigating how they apply to various techniques might be one direction to extend this work.

On the other hand, the extent to which the hardness results apply calls for a more profound investigation of the implication of these computational difficulties.
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