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A b s t r a c t 
For more than two decades there has been 
consensus that bidirectional heuristic search is 
afflicted by the problem of search wavefronts 
missing each other. However, our results indi-
cate that a different problem appears to be of 
primary importance. The fronts typically meet 
rather early even without using wave-shaping 
techniques. Especially when aiming for optimal 
solutions, however, much effort has to be spent 
for subsequently improving the solution qual
ity, and finally for proving that there is indeed 
no better solution possible. Therefore, only 
slightly relaxing the requirements on the solu
tion quality already leads to strong improve
ments in efficiency. 

We describe several new e-admissible bidi
rectional search algorithms which do not use 
wave-shaping techniques. The most efficient 
of these use a novel termination criterion de
signed to address the suspected primary prob
lem of bidirectional heuristic search. We prove 
£-admissibility and a dominance result based 
on this termination criterion. In summary, 
we show that and how bidirectional best-first 
search can be more efficient than the cor
responding unidirectional counterpart without 
using computationally very demanding wave-
shaping techniques. 

1 I n t r o d u c t i o n a n d B a c k g r o u n d 

Much research in heuristic search has been devoted to al
gorithms finding optimal solutions. In the unidirectional 
case A* [4] and its derivatives received much attention. 
Especially related to NP-complete problems, an impor
tant approach in relaxing the search for optimality is to 
provide a bound for the worst case quality of a solution 
compared to an optimal one [5], A search algorithm is 
said to be e-admissible if it guarantees that the costs of 
its solutions are bounded by [14, 13]. An early 
example is dynamic weighting in the form used in [18]. 
It uses an upper bound N on the depth of the deep
est node to be evaluated, which has to be given as a 
parameter.1 Wi th asymptotically the heuristic 
evaluation function with constant weighting of [15] arises 

Such an evaluation function is used by 
EPA [16].° A more recent approach to dynamic weight-
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ing [7] compensates for the error made by the heurist ic 
component using learnt weights, and it is ^-admissible 
w i thou t the need for a given upper bound l ike N. The 
e-admissible a lgor i thm A* [14] is designed to al low for in 
corporat ing an add i t iona l heurist ic to est imate the effort 
for f in ishing a search, which is used as FOCAL-heuristic. 
A l l these a lgor i thms per fo rm unid i rect ional search, and 
for they are typ ica l l y more efficient than A*. 

BHPA4 [15, 17] was the f irst b id i rect ional a lgo r i thm 
using a heuristic evaluat ion func t ion for f inding o p t i m a l 
solut ions. Wh i l e BS* [10] improved BHPA technical ly, 
i ts performance was only nearly as good as the un id i 
rectional A*. There was consensus tha t the ma in reason 
for the super ior i ty of un id i rect ional search is tha t the 
bid i rect ional heurist ic search is aff l icted by the problem 
of search wavefronts missing each other (cf. the missile 
metaphor in [15]). 

Wave-shaping techniques l ike those used in BHFFA 
[3], BHFFA2 [2] and d-node retarget ing [19] showed tha t 
b id i rect ional heurist ic search can be rather efficient, es
pecial ly in terms of the number of expanded nodes. 
Davis [1] presented a generalized a lgo r i thm (contain
ing BHPA and BHFFA2) and analyzed it theoret ical ly. 
However, these a lgor i thms are either excessively compu
ta t iona l ly demanding, or they have no restr ict ion on the 
solut ion qual i ty . 

Considering the missile metaphor of Poh l , the use of 
admissible approaches in b id i rect ional search should 

be dangerous w i t hou t wave-shaping, since the chance 
of search wavefronts missing each other could be even 
increased. However, we found tha t in b id i rect ional 
searches the f irst meet ing of the fronts typ ica l ly occurred 
early, compared to the effort for f inal ly sat isfying the ter
m ina t ion cond i t ion . 

F ig . 1 i l lustrates th is phenomenon.5 These data are 
normal ized in the sense tha t every data po in t represents 
the ra t io of the number of nodes expanded by the cor
responding a lgo r i t hm to tha t expanded by A*. In the 
average, the f ronts meet rather early even w i t h o u t using 
wave-shaping techniques, requi r ing on ly s l ight ly more 
than ha l f the effort of complete A* on the 8-Puzzle for 

On the much more d i f f icu l t 15-Puzzle, the fronts 
meet already when about 3 orders of magn i tude fewer 
nodes are generated than by complete IDA* [9] searches 
(data for A* are unavai lable here). 

Especially when a im ing for o p t i m a l solut ions, how
ever, much effort has to be spent for subsequently i m 
prov ing the so lu t ion qual i ty . ( I n the average, th is is 
achieved w i t h less effort than tha t of a complete A* 
search on the 8-Puzzle.) F ina l l y , for p rov ing tha t there 
is indeed no better so lu t ion possible, many more nodes 
have to be expanded. Therefore, we were interested in in 
vest igat ing e-admissible b id i rect ional search and in com
par ing i ts efficiency to the corresponding un id i rec t iona l 
case. 

to O P E N , if a new better g-value is found. Moreover, we 
include a check whether O P E N has become empty. Since this 
is like A* [4], we call this variant HPA*. 

4 The earlier version named VGHA in [15] did not move 
nodes back from C L O S E D to O P E N . Hence, it needed a con
sistent heuristic function for being admissible. 

one of our new algorithms as intro
duced below — is identical to BS*. 

2 Improved Bid i rect ional Search 

In the fo l lowing, we describe several ^-admissible bidirec
t iona l search a lgor i thms which do not use wave-shaping 
techniques. We relate them to the earlier known al
gor i thms in po in t ing out the differences. The or ig in is 
clearly BHPA [15, 17], which can be in tu i t i ve ly viewed to 
consist of two HPA searches in opposing direct ions. The 
te rm ina t ion condi t ion compares the length of the best 
pa th found so far to an op t im is t i c est imate computed 
f r om the nodes in bo th search front iers (see also below). 
W h i l e BHPA only considered meet ing points between 
C L O S E D nodes f r om both sides, K w a [10] showed tha t 
meet ing of a newly generated node w i t h any node in the 
opposing f ront is sufficient. A l l the a lgor i thms described 
below use this improvement . Th is technical change to
gether w i t h the incorpora t ion o f checks for empty O P E N 
lists results in a version we call BHPA'. 

2 .1 C o n s t a n t w e i g h t i n g a n d 

There are two ways of achieving an ^-admissible var iant 
of BHPA': 

In fact , Pohl [17] proposed such a change in the 
evaluat ion func t ion , when not concerned w i t h f ind
ing a shortest pa th . For th is reason, he suggested 
to s imp l i f y the t e rm ina t i on cond i t ion to j us t meet
ing . In contrast , using (1) or equivalent ly 
(2) as t e rm ina t i on cond i t ion is admissible when h 
is admissible. 
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These ideas can be combined in an improved version 
as fol lows: uses w i t h 
and the te rm ina t i on cr i ter ion (3) s t i l l guaranteeing e-
admissib i l i ty . 

Another approach is to mod i f y BS* [10] s imi lar ly , in 
order to ut i l ize i ts technical improvements. When a node 
is selected for expansion which is already closed in the 
opposite search tree, it can j us t be closed without ex
pansion (n ipp ing) . Moreover, it is possible in such a 
s i tuat ion to remove the descendants of th is node in the 
opposing open set (p run ing) . Likewise, i t is possible to 
remove al l those open nodes ( in bo th direct ions) whose 
/ -va lues are greater or equal than Lmin ( t r imm ing ) . Of 
course, such newly generated nodes are not placed in the 
open sets at a l l (screening). The interested reader w i l l 
f ind a pseudo-code fo rmu la t i on of these improvements in 
Append ix A . 

General ly, the provis ion for reopening nodes must be 
incorporated, since otherwise e-admiss ib i l i ty cannot be 
guaranteed. In par t icu lar , w i t h o u t th is provis ion there 
could be no guarantee tha t the shallowest open node n' 
on an o p t i m a l pa th always satisfies In 
add i t i on , we have to assume a consistent h because of 
the B S * specific actions n ipping and prun ing. 6 

• using and the fo l lowing te rmina t ion 
cr i ter ion ( in step 3 of [10, p. 100]): 
is empty or (3) . 

Aga in , these modi f icat ions can be combined, result ing 
in an improved a lgo r i t hm we call I B S * . 

2.2 D e r i v a t i v e s o f 

Especially, when there is another heurist ic funct ion avai l
able tha t estimates the effort for comple t ing a search, it 
can serve as a FoCAL-heur ist ic in the un id i rect ional Ae* 
[14].8 Using type of search in bo th direct ions and 
the te rm ina t i on cond i t ion (3) , arises, which is e-
admissible. 

In contrast to the b id i rec t iona l a lgor i thms I B H P A € 

and IBSb* described above, is no rma l l y less efficient 
than the corresponding un id i rec t iona l a lgo r i t hm 
We found out t ha t i ts searches are too greedy, leading 
to comparab ly bad solut ions at the f i rs t meet ing and 
consequently to much effort for subsequent sat isfact ion 
of the t e rm ina t i on cond i t ion guaranteeing e-adrnissible 
solut ions. General ly, we conjecture tha t b id i rect ional 
searches w i t h o u t wave-shaping tend to meet f i rst w i t h a 
solut ion qua l i ty which is worse than tha t achieved by the 
respective evaluat ion func t ion in a corresponding un id i 
rect ional search. 

6 Despite consistency, reopening of nodes is necessary be
cause of the factor in the evaluation function. 

7This variant is only of interest for showing the genesis of 
the improved algorithm below, since by itself it is very inef
ficient due to lacking an appropriate termination condition. 

8 Pearl and K im propose to use the same heuristic for both 
purposes if no estimator for the effort of completion is avail
able. We wanted to compare all the algorithms wi th the 
same domain-specific knowledge, and consequently used the 
available admissible heuristic h also as a FoCAL-heuristic. 

Figure 2: Overview of e-admissible b id i rect ional search 
a lgor i thms. 

Therefore, we found an improvement by adding an
other parameter uses 6 for creat ing the F O C A L -
lists, and £ for t e rm ina t ion . Much better results were 
achieved, for instance, w i t h and 

Of course, i t is also possible to incorporate the ap
proach of in to the f ramework of B S * . BSA* arises 
f rom by the fo l lowing changes: 

• reopening of closed nodes if a new better path to 
them has been found , 

• the te rm ina t ion condi t ion ( in step 3 of [10, p. 101]) 
analogously to (see above), 

• the selection of a node m for expansion ( in step 7 of 
[10, p. 100]) as usual for 

Moreover, another parameter can be used, 
arises f rom analogously to f r om . Since 
th is a lgor i thm is already somewhat different f r om B S * , 
we present a complete pseudo-code descript ion in Ap
pendix A . 9 

F ig . 2 provides an overview of al l the presented algo
r i t hms and their genesis. 

3 Theoretical Results 
Due to lack of space we cannot present here al l the proofs 
for the various a lgor i thms in t roduced above ( the inter
ested reader is referred to [6]). Since the proofs for 

and are the ones most different f r om s im i 
lar proofs for B H P A and B S * , we selected them for 
presentat ion below. Moreover, we w i l l show an interest
ing result about dominance between b id i rect ional algo-
r i t hms which is due to the improved te rm ina t i on condi
t i on (3) . We assume tha t the branching degrees of al l 
nodes are finite, the arc costs for some 
c, and a consistent heurist ic est imator is used. 
D e f i n i t i o n 3 .1 A path P f r o m s to t is op t ima l , i f 

D e f i n i t i o n 3.2 A search a lgor i thm is said to be 
admissible, i f i t terminates wi th an solution 
whenever a solut ion exists [14,13 ]. 
D e f i n i t i o n 3.3 An a lgor i thm A\ is said to dominate A2 

if every node expanded by A\ is also expanded by A2 [13] . 

9 Due to the inclusion of reopening of nodes in our algo
rithms and a technical bug in step 22 of the BS* description 
in [10, p. 101], we restructured the code. 
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L e m m a 3.3 // a path exists from s to t, termi
nates. 
Proof: Either the graph is finite and exhausted, or it is in
finite and the costs become unbounded (analogous proofs can 
be found in [4, 12, IS, 10]). D 
Theo rem 3.1 If a path exists from s to t, BSA*6,c ter
minates with a solution whose cost does not exceed the 
optimal cost by more than a factor 
is admissible. 
Proof: This result follows from the lemmas above. 
Coro l la ry 3.1 admissible. 
Theo rem 3.2 A bidirectional algorithm B\ using the 
termination condition (S) dominates another bidirec
tional algorithm B2 differing from B\ only in using the 
condition (2) instead. 
Proof: Since the right side of (S) is always greater than or 
equal to the right side of (2), algorithm B\ cannot terminate 
later than D 
Coro l la ry 3.2 dominates 

4 Exper imenta l Results 

Experiments were conducted to compare the per
formance of these bidirectional algorithms. The 
test domains used were sliding-tile puzzles and route 
planning.10 These puzzles have been often used in the 
literature for explanations and comparisons of search al
gorithms in A I . Therefore, we also used them in order 
to make it easier to compare our results with published 
ones. Since finding optimal solutions is NP-complete, 
it is interesting to study finding approximate solutions, 
and the effects of scaling up. 

However, while the puzzle is illustrative, it is just a 
game. In contrast, the route planning domain we se
lected has more real world flavor (though it is easier to 
scale up). We used randomly generated route planning 
problems in a map of the Viennese network of public 
transportation [6] rather than synthetically generated 
problems as used in [10]. 

4.1 Constant we igh t i ng 

We were primarily interested in comparing the bidirec
tional best-first search algorithms with their correspond
ing unidirectional counterparts. Let us first summarize 
the 8-Puzzle results. The case of is identical to a 
comparison of with and There, the 
unidirectional HPA* is clearly more efficient. However, 
already for the bidirectional search algorithms 
are in terms of the number of generated nodes more ef
ficient than the corresponding unidirectional algorithm. 
The linear-space algorithms WIDA* (an e-admissible ex
tension of IDA*) and RBFS [8] showed relatively bad 
performance in terms of generated nodes. However, since 
node generation and evaluation is very efficient for the 
puzzle, they are stil l competitive in terms of running 
time, due to avoiding the overhead for managing the 
lists used for implementing classical best-first search. 

These domains are not especially selected to fulfi l l the 
conditions under which classical best-first search is best. In 
particular, the puzzles have uniform cost and the usual eval-
uation functions there do not have many distinct values. 
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Figure 3: Compar ison on the 15-Puzzle (100 instances). 

An impo r t an t question is how signif icant the results 
are. In add i t ion to compar ing the numbers of nodes 
searched, we look at the empi r ica l da ta f r om a differ
ent v iewpoin t . Instead of summing up the numbers of 
generated nodes for each sample, we compare the per
formance on each instance. We count how often one or 
the other a lgo r i t hm "w ins " in the sense tha t i t expands 
fewer nodes than i ts compet i to r when solv ing the same 
instance. The stat is t ica l detai ls of using the sign test can 
be found in [6]. A l t h o u g h it is s tat is t ica l ly signif icant ac
cording to this test tha t for expands more 
often fewer nodes than on the same instance, the 
inverse is t rue for 

Since the s l id ing- t i le puzzle is NP-complete, it is in 
teresting to investigate scaling up. In par t icu lar , i t is 
interest ing to see the effect of re laxing the solut ion qual
i ty [5]. F ig . 3 compares 1BHPA£ and w i t h HPA*, 
WIDA* and RBFS on the 15-Puzzle (using the sample 
of 100 instances in [9]). Due to their memory prob lem, 
it is infeasible for and to f ind or 
even to guarantee o p t i m a l solut ions here. 

For can solve al l the 100 instances of [9], 
but i t requires memory for nearly 1 m i l l i on nodes in the 
m a x i m u m . In contrast, requires only a stor
age of s l ight ly more than 300k nodes in m a x i m u m , and 
IBS* s l ight ly more than 250k nodes. Bo th are clearly 
more efficient than the others in terms of nodes gener
ated. Interest ingly, HPA* "w ins " against bo th 
and s l ight ly more of ten, bu t the results a r e n o t sta
t is t ica l ly signif icant according to the sign test. W h i l e the 
worst case bound wou ld al low solut ions w i t h twice 
the cost of o p t i m a l ones, the solut ions actual ly found by 
these best-f irst a lgor i thms are in the average jus t about 
20 percent worse. 

For require storage of 
s l ight ly more than 600k nodes in m a x i m u m . In contrast, 
HPA* requires to store nearly 2 m i l l i on nodes for th is 
task. The advantage of our b id i rect ional a lgor i thms over 
HPA* in terms of the to ta l number of nodes searched is 
h igh ly s ta t is t ica l ly s igni f icant ( test ing the means), bu t i t 
is not according to the sign test. F rom this we can con
clude tha t they are bet ter especially on the di f f icu l t prob
lems. General ly, the advantage of and is 
even clearer than for generat ing an order of mag-
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Al though the BS derivatives do not s t r ic t ly dominate 
the corresponding derivatives of HP A (especially because 
of the cardinality criterion for selecting the search d i 
rect ion), they generally "lose" very seldom. Therefore, 
IBS* and BSA* e w i t h 6 = e/4 are candidates for being 
the best b id i rect ional heurist ic search a lgor i thms. We 
could not f ind tha t one of these is generally better than 
the other 

In general, i t s t rongly depends on the propert ies of 
the given prob lem which a lgo r i thm is "best" . Of course, 
linear-space a lgor i thms must be used when there is i n 
sufficient memory avai lable. However, whenever there 
is, our b id i rect ional a lgor i thms should be considered. Of 
course, runn ing t ime is another impo r t an t issue. Aga in , 
i t s t rongly depends on the doma in , whether the overhead 
of ma in ta in ing the lists deteriorates the performance or 
not. In par t icu lar , i t depends on the effort for comput
ing heurist ic values. F ina l l y , of course, also the efficiency 
of imp lementa t ion plays an i m p o r t a n t role regarding the 
runn ing t ime . 

5 Conclusion 

For more than two decades there has been consensus 
that the main reason for the superiority of unidirectional 
search is that the bidirectional heuristic search is afflicted 
by the problem of search wavefronts missing each other. 
However, our results show that the missile metaphor of 
Pohl [15] is not really applicable. The primary problem 
appears to be that after the first meeting especially an al
gorithm aiming for optimal solutions has to spend much 
effort for subsequently improving the solution quality, 
and finally for proving that no other open node can give 
a better solution. Therefore, only a slight relaxation of 
solution quality already leads to strong improvements 
in efficiency, and in particular to even more than in the 
unidirectional case. Our novel termination criterion con
tributes strongly to this result because of the importance 
of this problem. 

However, a serious l imitation of classical best-first 
search is its memory problem. In contrast, WIDA* and 
RBFS have only linear space requirements. Rao et al. 
[20] compared depth-first with best-first search gener
ally. While the latter has the serious disadvantage of 
its memory problem, there are conditions, where classi
cal best-first search is stil l most efficient. In particular, 
it is useful when both density of solutions and heuris
tic branching factor are very low (and there is sufficient 
memory available). Moreover, both IDA* and RBFS 
have large search overhead when there are many distinct 
values, and when the problem graph is not a tree [11]. 

Our bidirectional algorithms are designed to improve 
the performance under these conditions. While there 
are some differences, for both domains used for our ex
periments the main result about these algorithms is the 
same. We showed that and how bidirectional best-first 
search can be more efficient than the corresponding uni
directional counterpart without expensive wave-shaping 
Therefore, even for only slightly relaxing the require
ments on the solution quality, the best of our algorithms 
are the most efficient e-admissible algorithms known 
for those domains where sufficient memory is available. 
Such domains are not the most difficult ones address
able by search techniques like WIDA* and RBFS. But 
in those areas dominated by classical best-first search we 
found even better algorithms, based on a paradigm that 
was thought for long to be bad. 

Currently, we are investigating a bidirectional combi
nation of best-first search with linear-space search, in 
order to mitigate the issue of storage requirements. We 
hope that this wil l renew the interest in bidirectional 
search, which has additional potential for efficient im
plementation on parallel hardware. 
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