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Abs t rac t 
We present a framework fo reason ing under 
uncertainty using mass distributions. Our ba-
sic concept is the flow of evidence masses from 
supersets to subsets which is specified by ex
perts. The expert domain is assumed to have 
various characteristics so that it can be consid
ered to be a product space wi th one coordinate 
for each characteristic. Encoding the qualita
tive knowledge structure in a dependency net
work (hypertree) it is possible to describe an 
efficient propagation algorithm providing mass 
distributions on each characteristic. This al
gori thm bases on the computation in (small) 
subspaces of the product space which reduces 
its complexity in t ime as well as in space. It 
is also easy to make use of parallel computer 
architectures to improve the efficiency of the 
algorithm. 

1 I n t r o d u c t i o n 
The purpose of this paper is to provide a suitable the
oretical tool for the treatment of uncertain information 
which is an important problem in the range of knowl
edge based systems [Buchanan and Shortliffe, 1984, 
Kruse et a/., 1991, Pearl, 1988], So subject to our inves
tigations are statements being not simply true or false 
but wi th a validity which is a matter of degree. This 
may be caused by the fact that the statements' t ru th 
depends on some underlying random process, that their 
'rel iabil i ty' reflects the subjective estimates of a human 
decision maker or that the concept of t ru th itself has to 
be weakened. 

Throughout this paper we wil l restrict ourselves to 
the treatment of subjective valuations of evidence which 
requires the use of belief functions [Gordon and Short
liffe, 1985, Kohlas, 1988, Kruse et a/., 1991, Lowrance 
et a/., 1986, Shafer and Logan, 1987, Shafer et a/., 1986, 
Smets, 1988] measuring the credibility of information al
though our concept of specialisation is very general and 
can be applied to probabilities as well as to possibility 
measures. 

The expert domain is assumed to be a product space 

nonempty set. The qualitative dependency structure can 
be described by a dependency network reflecting depen
dencies like  
in the subs pace whereas the 
quantitative knowledge about the domain is encoded in 
mass distributions and specialisation matrices quantify
ing the flow of evidence masses, the concept we prefer 
to Dempster's rule of conditioning [Shafer, 1976] often 
applied in the calculus of belief functions. 

Section 2 to provides a short outline about mass dis
tributions and belief functions. In section 3 we present 
our main concept: the flow of evidence masses given by a 
specialisation matr ix [Kruse and Schwecke, 1990]. This 
concept can be applied to revision. 

In order to structure the knowledge about the qual
itative dependencies we make use of dependency net
works in section 4. Section 5 describes the propagation 
algorithms we use to draw conclusions from the knowl
edge. This algorithm was implemented on a TI-Explorer 
making use of the KEE-shell. It was developed in coop
eration wi th Dornier GmbH, Friedrichshafen, Germany. 
Applications in the field of data fusion are implemented. 
Some conclusions concerning the capabilities and restric
tions of our tool are presented in the last section. 

2 Knowledge Representa t ion w i t h Mass 
D is t r i bu t ions 

As mentioned in the introduction belief functions aim 
to model a human decision maker's subjective valuation 
of evidence. For this purpose we consider a finite sam
ple space ft containing the possible atomic events. The 
decision maker or 'expert' distributes one unit of 'be
l i e f which we can imagine as movable 'evidence mass' 
among the elements of ft wi th respect to his knowledge 
about the actual situation, at t r ibut ing greater amounts 
to the more likely elements. We wi l l describe such dis
tr ibut ion by a mapping  
where the subjective probability of some event is 
given by Unfortunately in practice 
the expert often is unable to make definite statements, 
i.e. he fails to specify such distr ibution in detail. He is 
only able to valuate complex events but not to 
determine the distribution of that amount of belief com
mitted to A onto its elements. In such cases he specifies 
a mass distribution m which is a mapping from to 
the unit interval. in this context is named the frame 
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H A { B ) specifies that portion of 'belief committed to A 
that in the course of refining t to s' floats to the set 
B. Condition (iii.a) of Theorem 1 assures that no ev
idence mass is lost, condition (iii.b) requires that the 
masses flow only to subsets. Those masses floating to 
the empty set represent partial contradictions, thus they 
have to be neglected and the remaining portions have to 
be normalized as pointed out in condition (iii.c). 
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denoted as the vacuous extension of m. From the defi
nition it is clear that each vacuous extension of a mass 
distribution is its refinement. In contrast to the pro-
jection which generally means a loss of information, the 
vacuous extension preserves the information borne by 
the original mass distribution. 

The main topic of this chapter is to define the concept 
of specialization. The intuitive idea of a specialization is 
the projection of a conditioning. 



4 Reasoning in P r o d u c t Spaces and 
Dependency Ne two rks 

As men t i oned in the i n t r o d u c t i o n the universe o f dis
course can be v iewed as a p roduc t space of di f ferent 
character ist ics o f the d o m a i n . T h e quan t i t a t i ve know l 
edge is encoded by mass d i s t r i bu t i ons on and also 
by specia l isat ion mat r ices . T h e a i m o f the knowledge 
acqu is i t ion process is to p rov ide a set of possible mass 
d i s t r i bu t i ons g iven by the exper ts . 

T y p i c a l l y , such a set of mass d is t r ibu t ions can be 
v iewed as revis ions or more general ly special isations of 
an a p r i o r i d i s t r i b u t i o n . 

One canno t expect the experts to give i n f o rma t i on 
abou t the who le p r o d u c t space . Usual ly on ly de
pendencies of sma l l groups of character ist ics X ( i ) can be 
described by the exper ts . So, w h a t we ob ta i n is know l 
edge abou t cer ta in subspaces w h e r e T h u s 
i t i s i m p o r t a n t to k n o w the qua l i t a t i ve s t ruc tu re o f the 
d o m a i n wh i ch describes the dependencies between char
acterist ics and subspaces. 

T h e f i rs t step of the knowledge acquis i t ion process 
therefore is to e luc idate the qua l i t a t i ve s t ruc tu re of the 
knowledge resu l t ing in a dependency ne twork w i t h char
acterist ics as vert ices and dependency re
la t ions as edges. An edge between t w o vertices . and 

represents a d i rect dependency between 
these t w o character is t ics wh i ch is specified by the ex
perts in the subspace T h e dependency ne twork is 
d i rected because of the knowledge being given by rules 

We also assume t h a t a l l character is t ics inf luence each 
other m u t u a l l y (a t least i nd i r ec t l y ) . Otherwise the un i 
verse of discourse cou ld be spl i t i n t o di f ferent domains 
wh ich cou ld be mode l led independent ly . 

To o b t a i n a p ropaga t i on a l g o r i t h m wh i ch propagates 
the knowledge a b o u t the subspaces t h rough the depen
dency ne two rk i t is i m p o r t a n t t h a t the ne twork is acyclic. 
Me thods of avo id ing cycles can be f ound in [Kruse and 
Schwecke, 1989, Shafer and Shenoy, 1988]. For a f o rma l 
de f in i t ion of a dependency ne two rk see e.g. [Kruse et a/., 
1991]. 

T h e dependency ne tworks enable us to make local 
compu ta t i ons o f the va l ida t ions g iven by the experts 
[Shenoy, 1989]. 

5 The Propaga t ion A l g o r i t h m 
In th is sect ion we describe the way in wh ich the ex
per ts ' knowledge is encoded v ia special isat ion matr ices 
and how an 'ev idence ' _ ob ta ined f r o m absolutely 
rel iable observat ions induces new (revised) 
mass d i s t r i bu t i ons on  

F i rs t the dependency s t ruc tu re o f the exper t doma in 
has to be represented by a dependency ne twork . T h e n 
the experts specify mass f lows in cer ta in subspaces by 
special isat ion mat r ices . 

For each dependency o f the f o r m  
the exper ts p rov ide a special isat ion m a t r i x wh ich 

we consider to be an o r thogona l extension m a t r i x , 
t h a t means the m a t r i x specifies the f low of evidence 
masses f r o m cy l inder sets A in to sets 

T h e acquis i t ion of the di f ferent matr ices is done ac
cord ing to the causal consistent o rder ing of the depen
dency ne twork . S ta r t i ng po in t is the state o f t o t a l ig 
norance, where no th ing is k n o w n b u t the 'closed wo r l d 
assumpt ion ' ment ioned before, wh i ch is represented by 
the mass d i s t r i bu t i on  
the on ly mass d i s t r i b u t i o n on . So in the state of t o t a l 
ignorance, i.e. before any exper t has been asked, a l l mass 
d is t r ibu t ions on are considered possible, because the 
pro jec t ion of any mass d i s t r i b u t i o n to yields  

In add i t i on to the exper ts ' knowledge rel iable obser
vat ions have to be considered. ( I f 
no th ing is observed w i t h respect to we m a y assume 

represent ing the closed w o r l d assumpt ion. ) 
Th is rel iable i n f o r m a t i o n in i t ia tes a revision 
process revis ing the possible mass d i s t r i bu t i ons given by 
experts w i t h respect to . . O f course, the compu ta t i on 
is not per fo rmed in the p r o d u c t space b u t in appro
pr ia te subspaces. T h e results are mass d is t r i bu t ions on 

wh ich are pro jec t ions of the possible revised 
mass d is t r ibu t ions on  

T h e basis of the a l g o r i t h m we present in the sequel 
is the idea of independent node processors, exchang
ing messages. For each q u a n t i t a t i v e dependency of the 
f o r m of the dependency net
work there is one processor wh ich stores 
the respective o r thogona l extension m a t r i x , quan t i f y 
ing the dependencies of the character is t ics ,  

AD node processors are of the same struc
ture . We have 

• an i n p u t p o r t to receive messages f r o m the user, 
concerning his observat ion of character is t ic .  

• for each predecessor 5 a pai r of i n p u t / o u t p u t por ts 
to receive a message and to send a message 

• for each successor U a pai r of i n p u t / o u t p u t po r ts to 
receive a message and to send a message 

• an o u t p u t p o r t to p rov ide the m a r g i n a l revised mass 
d i s t r i b u t i o n for the user. 

The s t ruc tu re of roo t and leaf nodes is somewhat differ
ent. For roo t nodes no faci l i t ies for the commun ica t i on 
w i t h fathers are requi red and s im i la r l y leaf nodes need 
not to commun ica te w i t h sons. 

In the sequel we assume the knowledge acqu is i t ion p r o -
cess to be comple ted , i.e. at every node the o r thogona l 
extension matr ices (resp. the marg ina l mass d i s t r i b u t i o n 
at the roo t nodes) are avai lable. In the beg inn ing a l l ob
servat ions are assumed to be equal to the respect ive 
d o m a i n , t h a t means theTe is no observa t iona l knowledge, 
i.e. for i n i t i a l i za t ion process we have To b r i ng 
up the system each node has to send i ts messages to a l l 
neighbours. Since the node processors are assumed to 
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w o r k independend ly , th is can be done in paral le l . T h e 
loca l a l g o r i t h m for every node is as fo l lows. 

I f the node processor receives the observa
t i o n E ( j ) f r o m the user i t has to pe r fo rm the fo l low ing 
act iv i t ies 

( i ) T h e ca lcu la t ion of the new marg i na l revised mass 
d i s t r i b u t i o n . 

( i i ) T h e ca lcu la t ion o f the new messages for the fa ther . 

( i i i ) T h e ca lcu la t ion of the new messages for son U, 

For detai ls see [Kruse et a/., 1991]. There is no feedback, 
the a l g o r i t h m te rm ina tes af ter a we l l def ined number of 
steps. T h e m a x i m u m p a t h l eng th a f low of messages has 
to cover is therefore g iven by the d iameter o f the depen
dency n e t w o r k . So i f a dependency ne two rk on the basis 
of bel ief f unc t i ons has to be ins ta l led , t hen at f i rst the 
qua l i t a t i ve s t ruc tu re o f the d o m a i n has to be determined 
by the cons t ruc t i on of a dependency ne twork , then the 
dependencies have to be quan t i f i ed by the o r thogona l ex
tension mat r ices a n d af ter t h a t the dependency ne twork 
is ready for ope ra t i on . 

Besides the a l g o r i t h m presented before there are sev
eral f u r t he r aspects, w h i c h are i m p o r t a n t for an useful 
sof tware t o o l fo r the representat ion o f uncer ta in k n o w l 
edge on the basis of bel ief f unc t i on . For the s t ruc tu re 
and the man-mach ine- in te r face of such system there are 
some requ i rements i t has to meet , i f a succesful appl ica
t i o n is asp i red. 

F i rs t the process of knowledge acquis i t ion has to be 
suppo r ted . T h e exper t shou ld be able to determine f i rst 
o f a l l the qua l i t a t i ve s t ruc tu re o f the d o m a i n in f r o m 
of a h y p e r g r a p h , whose edges represent the dependen
cies between the cor respond ing character ist ics. In order 
to avo id cycles a hyper t ree cover ing of the hyperg raph 
has to be cons t ruc ted [Shafer and Shenoy, 1988]. Th is 
shou ld be g raph ica l l y suppo r ted . T h e change f r o m an 
a r b i t r a r y h y p e r g r a p h to a dependency ne two rk by the 
j o i n of nodes shou ld be pe r fo rmed either by d i rect user 
in te rven t ions or au toma t i ca l l y . A n o t h e r poss ib l i ty to as
sure t h a t a dependency n e t w o r k arises f r o m th is f i rs t 
pa r t o f the knowledge acqu is i t ion process is to prov ide 
on ly those too ls for the cons t ruc t ion of the dependency 
graphs (on the screen) w h i c h cannot p e r f o r m any act ion 
des t roy ing the dependency n e t w o r k p roper ty . The sec
ond step the exper t has to p e r f o r m is to determine the 
domains for the di f ferent character is t ics. I f a node repre
sents a c o m p o u n d character is t ic the single domains 
should be speci f ied. 

A f t e r t h a t the exper t has to quan t i f y the qua l i ta t i ve 
dependencies he s ta ted to exist . T h a t means he has 
to de termine the o r t hogona l extension matr ices. Recal l 
t h a t a t yp i ca l o r t hogona l extension m a t r i x has the f o r m 

no exper t can determine 16, 384 numbers , so he has to 
be power fu l l y suppor ted . One poss ib i l i t y to do th is is to 
s ta r t w i t h a defau l t assignment of V where 

wh ich represents t o t a l ignorance. O n l y i f the exper t ex-
p l i c i t y specifies changes of these de fau l t values they are 
modified. 

A b o the user needs suppo r t . F i r s t l y he shou ld have 
a graph ica l representat ion of the dependency ne two rk , 
wh i ch enables h i m to b r i ng in his observat ions, secondly 
there should be a graph ica l p resen ta t ion of t he results to 
fac i l i ta te the correct i n t e rp re ta t i on o f t he resul ts. T h e 
system should no t p rov ide d i rec t l y the mass d i s t r i b u t i o n 
b u t the induced belief- and p laus ib i l i t y f u n c t i o n , b u t no t 
o f a l l sets b u t o f those the exper t specif ied to be of i n 
terest. 

In add i t i on he should be able to ask for a r b i t r a r y sets. 
Moreover i t m i g h t be useful to defer the no rma l i za t i on 
to the o u t p u t o f the results and to d isp lay the p o r t i o n o f 
evidence mass, on wh ich the resul t is based (e.g. 0.3%) 
to have a measure of the degree of ' p a t h o l o g y ' of the 
ac tua l case under cons idera t ion . 

T h e above example shows the l i m i t s o f th is approach . 
The comp lex i t y of these matr ices explodes i f the size 
of the invo lved sets increases, especial ly i f c o m p o u n d 
character ist ics or nodes w i t h m u l t i p l e fa thers are con
sidered. B u t i f the domains are s l i gh t l y sma l l (e.g. 

a n d the dependency net
work is m a i n l y a tree t hen th is approach can y ie ld useful 
results. 

An add i t i ona l increasing on eff iciency can be ob ta ined 
by o m i t t i n g the g raph ica l surface in process con t ro l ap
p l icat ions or by eff icient a l go r i t hms for the representa
t i on o f o r thogona l extension mat r ices , m a k i n g use of the 
fact t h a t they tend to be sparse. 

6 C o n c l u s i o n s 

T h e m a i n ob ject ive of th is ar t ic le is to i n t r o d u c e a soft
ware t o o l for hand l ing unce r t a i n t y a b o u t imprecise d a t a . 
No te t h a t in contrast to the w o r k on bel ief f u n c t i o n done 
by Shafer, Shenoy and Smets where the ru le o f comb i 
na t i on plays a cent ra l role we use a mass f l ow concept 
where the masses (or p robab i l i t ies ) are a t tached to the 
imprecise da ta (subsets of a f r ame of d i sce rnment ) . 

We assume the qua l i t a t i ve knowledge (abou t depen
dencies) to be encoded in te rms of hyper t rees [Shafer 
and Shenoy, 1988]. T h i s a l lows to cons t ruc t a propaga
t i o n a l g o r i t h m wh i ch gaines eff iciency by us ing methods 
s imi lar to the ones considered by [Shenoy, 1989]. Fur
the rmore we assume the q u a n t i t a t i v e exper t knowledge 
to be encoded in cy l inder sets of the p r o d u c t space wh ich 
leads to special isat ion matr ices w i t h on l y a few non-zero 
entr ies reducing the expend i tu re o f c o m p u t e r m e m o r y . 

T h e result o f the reasoning process are mass d i s t r i b u 
t ions on the sets descr ib ing the knowledge abou t 
character ist ics X] a n d be ing p ro jec t ions of mass d i s t r i 
bu t ions on the whole p r o d u c t space. 

T h e m e t h o d has been i m p l e m e n t e d on a T I Exp lo re r 
under K E E and can be used f .e. for d a t a fus ion prob lems. 
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