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A b s t r a c t 
M a n y ex is t ing lea rn ing me thods use incre

men ta l a l g o r i t h m s t h a t cons t ruc t a general
i za t i on in one pass t h r o u g h a set of t r a i n i n g 
d a t a a n d m o d i f y i t in subsequent passes (e.g. , 
percept rons , neura l nets, and decision trees). 
M o s t o f these me thods do no t store the en
t i re t r a i n i n g set, in essence e m p l o y i n g a l i m i t e d 
storage requ i rement t h a t abs t rac ts the n o t i o n 
of a compressed representa t ion . T h e quest ion 
we address is, how much a d d i t i o n a l processing 
t i m e i s requ i red for me thods w i t h l i m i t e d stor
age? Processing t i m e for l ea rn ing a l go r i t hms 
is equated in th is paper w i t h the number o f 
passes necessary t h r o u g h a d a t a set to o b t a i n 
a correct genera l i za t ion . For ins tance, neura l 
nets requi re m a n y passes t h r o u g h a d a t a set 
before converg ing . Decis ion trees requi re fewer 
passes, b u t precise bounds are u n k n o w n . 

We consider l i m i t e d storage a l go r i t hms for 
a pa r t i cu la r concept class, nested hyper rec t -
angles. We prove bounds t h a t i l l us t ra te the 
f u n d a m e n t a l t rade-o f f between storage requi re
ments and processing t i m e requi red to learn an 
o p t i m a l s t r uc tu re . I t t u rns ou t t h a t our lower 
bounds app l y to o ther a l g o r i t h m s and concept 
classes (e.g. , decision trees) as we l l . N o t a b l y , 
i m p o s i n g storage l i m i t a t i o n s on the lea rn ing 
task forces one to devise a comp le te ly d i f ferent 
a l g o r i t h m to reduce the n u m b e r o f passes. We 
also br ie f ly discuss para l le l l ea rn ing a l go r i t hms . 

1 I n t r o d u c t i o n 
M a n y ex is t ing l ea rn ing m e t h o d s a t t e m p t t o create con
cise genera l izat ions f r o m a set of examples. Besides sav
i ng storage, sma l l genera l izat ions are easier to s u m m a 
rize and c o m m u n i c a t e to o thers . A c o m m o n learn ing 
m e t h o d w i l l cons t ruc t a genera l iza t ion af ter one pass 
t h r o u g h a set o f t r a i n i n g d a t a , and m o d i f y i t in subse
quent passes to make i t smal ler or more accurate . Per-
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cep t ron me thods , neura l nets, and decision tree tech
niques al l f i t th is p a r a d i g m . M o s t o f these me thods do 
no t store the ent i re set o f t r a i n i n g d a t a . W h e n process
ing is comp le ted , the on ly t h i n g they store is a general
ized d a t a s t ruc tu re such as a t ree, a m a t r i x of weights, 
or a set of geometr ic c lusters. T h e issue of l i m i t i n g the 
storage of a lea rn ing a l g o r i t h m is one abs t rac t ion of the 
no t i on of a compressed representa t ion . T h e quest ion we 
address is how m a n y passes t h r o u g h a d a t a set arc re
qu i red to o b t a i n a " co r rec t " ( i .e. , accurate b u t m i n i m u m 
in size) genera l iza t ion i f we are on ly a l lowed to store the 
genera l iza t ion . T h i s issue is equiva lent to ana lyz ing an 
a l g o r i t h m t h a t has a l i m i t e d storage requ i rement . 

F ixed storage is an i m p o r t a n t cons idera t ion for sev
eral reasons. F i rs t of a l l , some lea rn ing models al
ways use f ixed storage. Neura l net lea rn ing a lgo r i t hms , 
for example , have a f ixed number of nodes and edges, 
and on ly change the weights on the edges. Decision 
tree a l go r i t hms can in p r inc ip le grow w i t h o u t b o u n d , 
bu t in pract ice researchers have devised m a n y tech
niques for res t r i c t i ng the i r g r o w t h [Qu in lan 1986, U t -
goff 1989]. Instance-based techniques such as those of 
Salzberg [1989ab] and A h a and K ib le r [1989] a t t e m p t to 
store as few examples as possible in order to m in im i ze 
storage. Second, f ixed storage is a real ist ic cons t ra in t 
f r om the perspect ive o f cogn i t i ve mode l l i ng - h u m a n 
lea rn ing behav ior c lear ly mus t adhere to some storage 
l i m i t a t i o n s . F ina l l y , there is expe r imen ta l evidence t h a t 
res t r i c t i ng storage ac tua l l y leads to be t te r pe r fo rmance , 
especial ly i f the i n p u t d a t a i s noisy [ A h a and K ib l e r 1989, 
Q u i n l a n 1986]. T h e i n t u i t i o n beh ind th is resul t i s t h a t 
by t h r o w i n g away noisy d a t a , an a l g o r i t h m can const ruc t 
a more accurate genera l i za t ion . 

O u r resul ts show t h a t i f a f ixed-s torage a l g o r i t h m at 
t emp ts to create a s imple concept s t r uc tu re , then i t can
not general ize on- l ine w i t h o u t los ing accuracy By "sim
p le" we mean a genera l iza t ion t h a t is b o t h m i n i m u m in 
size and an accurate mode l of the d a t a ; i.e., i t classifies 
al l the t r a i n i n g examples cor rect ly . We also show tha t 
by m a k i n g a n u m b e r of a d d i t i o n a l passes (depend ing on 
the number o f concepts) t h r o u g h the d a t a set, an algo
r i t h m can create an o p t i m a l s t ruc tu re . O u r m a i n goal i s 
to demons t ra te t h a t there exists a f u n d a m e n t a l t rade-o f f 
between the storage avai lab le a n d the n u m b e r of passes 
requ i red for l ea rn ing an o p t i m a l s t r u c t u r e . The re are few 
results comparab le to ours on the n u m b e r of passes re-
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qui red to learn a concept . T y p i c a l theory resul ts, ra the r , 
give est imates o f the size o f the i n p u t d a t a set, no t o f the 
number o f presenta t ions requ i red . T h i s wo rk i s an i m 
p o r t a n t s tep towards f o r m a l i z i n g the capabi l i t ies o f i n 
c rementa l vs. non - inc remen ta l learn ing a l go r i t hms . A n y 
a l g o r i t h m t h a t does n o t save a l l t r a i n i n g examples is to 
some ex ten t i n c remen ta l , since u p o n presenta t ion o f new 
i npu t s the a l g o r i t h m cannot re -compu te a genera l iza t ion 
using a l l prev ious examples. 

T h e lea rn ing f r a m e w o r k considered in th is paper is 
c o m p u t i n g genera l izat ions in the f o r m o f geometr ic con
cept classes. M a n y i m p o r t a n t lea rn ing a lgo r i t hms fa l l 
in th is category, e.g., pe rcep t ron lea rn ing [Rosenb la t t 
1959], instance-based learn ing [ A h a and K ib le r 1989], 
decision tree models [Qu in l an 1986] and hyperrectangles 
[Salzberg 1990]. We focus on the concept class def ined 
by nested hyperrectang les, a l t h o u g h m a n y o f our results 
are app l icab le to o ther concept classes. In fac t , our i m 
poss ib i l i ty results app ly to any convex p a r t i t i o n i n g o f 
feature space, such as decision trees and percept rons. 

T h e lea rn ing mode l we consider has f ixed number o f 
s torage locat ions ; i.e., i t is no t p e r m i t t e d to store and 
process a l l t r a i n i n g examples a t once. T h e l i m i t e d stor
age requ i rement is app l icab le on l y d u r i n g the lea rn ing (or 
t r a i n i ng ) phase. T h a t is, our a l go r i t hms mus t operate 
inc rementa l l y , s to r i ng a l i m i t e d n u m b e r o f i n te rmed ia te 
results d u r i n g each pass t h r o u g h a d a t a set and m o d i 
f y ing the pa r t i a l l y cons t ruc ted genera l iza t ion in subse
quent passes. For b o t h cogn i t i ve and p rac t i ca l reasons, 
much expe r imen ta l l ea rn ing research has focused on the 
deve lopment o f i nc remen ta l models [U tgo f f 1989]. 

2 Nested Hyper rec tang les 
Recent exper imen ta l research on lea rn ing f r o m exam
ples has shown t h a t concepts in the shape of hyper rec t 
angles are a useful genera l iza t ion in a var ie ty of real-
wor ld doma ins [Salzberg 1989ab, 1990]. In th is wo rk , 
rec tangu lar -shaped genera l izat ions are created f r o m the 
t r a i n i n g examples, and are then used for c lass i f icat ion. 
Rectangles may be nested inside one another to a r b i t r a r y 
d e p t h , and new examples are classif ied by the i nne rmos t 
rectangle con ta i n i ng t h e m . T h u s nested rectangles m a y 
be t h o u g h t of as exceptions to the s u r r o u n d i n g rec tan
gles. T h i s l ea rn ing m o d e l is cal led the Nested Gener
al ized E x e m p l a r ( N G E ) mode l . E x p e r i m e n t a l results 
w i t h th is m o d e l thus far have shown t h a t i t compares 
very f avo rab l y w i t h several o ther mode ls , i n c l u d i n g de
cision trees, ru le-based m e t h o d s , s ta t i s t i ca l techniques, 
and neura l nets [Salzberg 89ab] . 

I ndependen t l y o f the expe r imen ta l work c i ted above, 
H e l m b o l d , S loan, and W a r m u t h [1989] have p roduced 
very p rom is ing theore t ica l results for nested rec tangu la r 
concepts. In pa r t i cu la r , they have developed a lea rn ing 
a l g o r i t h m for b i n a r y c lassi f icat ion p rob lems t h a t creates 
s t r i c t l y nested rectangles, and t h a t makes pred ic t ions 
a b o u t new examples on- l ine . T h e y have proven t h a t 
the i r a l g o r i t h m is o p t i m a l w i t h respect to several c r i 
te r ia , i n c l u d i n g the p r o b a b i l i t y t h a t the a l g o r i t h m p ro 
duces a hypothes is w i t h sma l l er ror [Va l ian t 1984] and 
the expected t o t a l n u m b e r o f mis takes for c lassi f icat ion 
o f the f i rs t t examples. T h e a l g o r i t h m appl ies to a l l i n -

F igu re 1 : Ca tegor i z ing po in ts us ing rectangles 

tersect ion closed classes, wh ich inc lude o r t h o g o n a l rect
angles in Rn, monom ia l s , and o ther concepts. T h e m a i n 
assump t i on beh ind the i r m o d e l is t h a t i t mus t be possi
ble to classify the t r a i n i n g examples w i t h s t r i c t l y nested 
rectangles. 

G i ven t h a t the learn ing c o m m u n i t y has found nested 
rectangles a useful concept class, a n d t h a t the theoret ica l 
c o m m u n i t y has proven some f u r t he r results abou t th is 
same concept class, we have been led to invest igate the 
ab i l i t y o f an a l g o r i t h m to cons t ruc t an o p t i m a l number 
o f nested rectangles given on ly l i m i t e d storage. We w i l l 
argue below t h a t our results app l y to o ther we l l - known 
concept classes, i n c l u d i n g the p a r t i t i o n i n g s induced by 
decision trees and percept rons . 

3 Pre l im inar ies 

An example is def ined s i m p l y as a vector of real-valued 
numbers , p lus a ca tegory labe l . For ins tance, we may be 
cons ider ing a p r o b l e m where med ica l pa t ien ts are rep
resented by a set of real numbers i nc l ud i ng hear t ra te , 
b l ood pressure, etc. , and our task is to categorize the 
pa t ien ts as " i n - p a t i e n t " or " o u t - p a t i e n t . " For our pur 
poses, an examp le is j u s t a p o i n t in Euc l idean space, 
where the d imens iona l i t y of the space is de te rm ined by 
the n u m b e r o f a t t r i b u t e s measured for each example . We 
w i l l categor ize po in ts by us ing ax is -para l le l hyper rec tan 
gles, where each rectangle R i is labeled w i t h a category 
C(R{) such as " o u t - p a t i e n t . " A po in t is categor ized by 
the i nne rmos t rectangle con ta in i ng i t . F igu re 1 i l lus
t rates how categories are assigned. In the f igure, lower-
case let ters ind ica te po in ts be long ing to categories a and 
b, and uppercase le t ter ind ica te the category labels of 
the rectangles. Not ice t h a t po in ts no t conta ined by any 
rectangle are assigned to category A, wh ich corresponds 
to a default category. O n l y t w o rectangles are required 
to classify a l l the po in ts in F igure 1. 

T h e general p rob lem de f i n i t i on is as fo l lows: we are 
g iven n po in ts in a d -d imens iona l space, a n d we are asked 
to cons t ruc t a m i n i m u m set of strictly nested hyper rec t 
angles t h a t w i l l cor rec t ly classify the set. We w i l l assume 
t h a t each po in t belongs to one of t w o classes ( i .e. , we 
have a b i na ry c lassi f icat ion p r o b l e m ) . 
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O u r a l g o r i t h m s learn by processing examples one a t 
a t i m e , in a r a n d o m order . T h e a l g o r i t h m is a l lowed to 
store no mo re t h a n a f ixed n u m b e r S o f t he examples. In 
a d d i t i o n , the a l g o r i t h m m a y have some a d d i t i o n a l con
s tan t a m o u n t o f s torage. On each pass t h r o u g h the d a t a , 
the a l g o r i t h m sees a l l o f the examples exac t ly once. In 
mos t cases, t h e o rder of the examples on each pass is 
independent o f t he order on o ther passes. 

G i v e n these de f in i t i ons , we w o u l d l ike to answer the 
f o l l ow ing general ques t ion : how m a n y passes p t h r o u g h 
the d a t a are requ i red to cons t ruc t a m i n i m u m set o f 
nested hyperrectang les? We w i l l present several algo
r i t h m s , a n d show how the n u m b e r o f passes requ i red 
changes as a f u n c t i o n of the a m o u n t of s torage 5 a n d of 
the m i n i m u m n u m b e r o f rectangles R . 

4 Lea rnab i l i t y 
There are some i n p u t sets w h i c h canno t be learned w i t h 
nested isothet ic rectangles. We say a set of examples is 
learnable i f the nested rectangle p r o b l e m for th is set has 
a so lu t i on . Here we present a necessary and suff ic ient 
cond i t i on for the l ea rnab i l i t y of a set of examples. 

D e f i n i t i o n 1: In a b i n a r y classification problem, an iso
thetic hypeerectangle with nonzero area is called a b lock
ing rectangle if every edge of the hyperrectangle inter
sects points of both classes. 

T h e o r e m 4 . 1 : A set of points from two classes is learn
able if and only if there does not exist a blocking rect
angle for the set. 

A p r o o f may be f o u n d in H e a t h et a l . , [90]. 

5 Stat ic A l g o r i t h m 
W h e n a l l o f the examples can be s tored in the m e m o r y 
(5 n ) , the nested rec tang le p rob lem can be solved by 
a mod i f i ed p lane sweep. We make one pass t h r o u g h the 
examples, d u r i n g wh i ch we store a l l examples. 

We sweep 2d o r t h o n o r m a l hyperp lanes, t w o a long each 
axis. Each hype rp lane defines t w o halfspaces: inside and 
outside. T h e in te rsec t ion of the 2d inside halfspaces is a 
hyper rec tang le . I n i t i a l l y we pos i t i on the hyperp lanes so 
t h a t the hyper rec tang le , Ro, is the smal lest t h a t conta ins 
a l l o f i n p u t po in t s . Le t the category o f Ro ( w h i c h is no t 
a p a r t i t i o n i n g rec tang le) be  

T h e c o m p u t a t i o n proceeds in R steps. In each step, 
we f i nd t he nex t hyper rec tang le , R i + i , nested inside R i , 
by sweeping each hype rp lane i n w a r d ( t owa rds the inside 
halfspace i t defines) u n t i l i t intersects a po i n t no t be long
i ng to ca tegory In some steps, some hyperp lanes 
may no t move a t a l l . T h e new pos i t ions o f the hyper
planes def ine the hyper rec tang le wh ich is o u t p u t . 

No te t h a t th i s a l g o r i t h m requires t h a t the po in ts are 
sor ted a long a l l d imens ions , wh i ch requires O ( d n log n ) 
t i m e . Each pa i r of hyperp lanes sweeps over n po in ts , 
so the sweep takes t i m e . T h u s , the t o t a l t i m e 
needed, i n c l u d i n g t h a t fo r so r t i ng , i s  

T h e o r e m 5 , 1 : G iven n points in d-dimensional space, 
the nested rectangle problem can be solved in 

time and O(dn) space. 

6 L i m i t e d M e m o r y A l g o r i t h m s 
6 . 1 S i m p l e l i m i t e d m e m o r y a l g o r i t h m 

T h e s ta t ic a l g o r i t h m can easily be conver ted to r u n w i t h 
l i m i t e d m e m o r y . F i r s t , suppose we have f ixed m e m o r y 
suff ic ient to store a l l rectangles, b u t no t a l l examples. 
We show t h a t R passes w i l l suffice to f i nd R rectangles. 

I n t u i t i ve l y , to f i nd the ou te rmos t rectangle, our algo
r i t h m f inds the m a x i m u m and the m i n i m u m po in t i n 
each d imens ion . These 2d po in ts def ine the edges of 
the f i rs t hyper rec tang le . I nduc t i ve l y , assume i rectangles 
have been cons t ruc ted and the category of R i is C(Ri). 
Let inside(Ri) be the set of po in ts inside the iih rect
angle. We now f i nd the m a x i m u m a n d m i n i m u m po in t 
in each d imens ion for category C ( R i + \ ) t h a t be long to 
inside(Ri). 

Th i s can be done in one pass by s to r i ng , for each 
d imens ion , the smal lest and largest po in t o f category 
C(Ri +1) in inside(Ri) seen so far . We revise our cu r ren t 
es t imate o f the smal lest and largest po in ts ( i f necessary) 
and cont inue as each new po in t is processed. 

Since we can f i nd the nex t p a r t i t i o n i n g hyper rec tang le 
in one pass, we can solve the p a r t i t i o n i n g p rob lem w i t h 
4d+1 storage loca t ions in R passes. 

T h e o r e m 6 . 1 : Given 4d+1 storage locations, i t is pos
sible to solve the d-dimensional nested rectangle problem 
in R passes, where R is the number of rectangles. 

T h i s a l g o r i t h m can be seen as a l ine a d j u s t m e n t algo
r i t h m s imi la r to percept rons. Un l ike the s tandard per
c e p t i o n a l g o r i t h m , i t has the fo l l ow ing character is t ics. 

• It is guaranteed to converge in R passes. 
• Hyperp lanes a lways move in the same d i rec t i on . 
• A hyperp lane makes large i nc remen ta l ad jus tmen ts 

towards i ts f ina l l o ca t i on . 
• T h e ne twork can classify i n p u t d a t a t h a t is not clas

sif iable using the s tanda rd percep t ron a l g o r i t h m 
• A hyperp lane de f in ing rectangle R i+1will no t be 

ad jus ted u n t i l R i has reached i ts f ina l l oca t i on . 

O u r m a j o r resul ts, descr ibed be low, i l l us t ra te t h a t i n 
m a n y cases we can i m p r o v e the per fo rmance of our a l 
g o r i t h m to learn the concept s t ruc tu re cor rec t ly in far 
fewer passes. A d d i t i o n a l l y , i f R is sma l l w i t h respect to 
n, then R passes are required to def ine the rectangles. 

6 .2 S p e e d i n g u p t h e l i m i t e d m e m o r y a l g o r i t h m 

In th is sect ion we show t h a t w i t h a s imple mod i f i ca t i on 
o f the s tat ic a l g o r i t h m , we can design an a l g o r i t h m for 
the nested rectangle p rob lem t h a t runs in fewer t h a n R 
passes, where R is the number of rectangles A more 
eff icient scheme w i l l be descr ibed in the next sect ion. 

As above, the ou te rmos t rectangle can be f ound in one 
pass w i t h on ly 2d+1 storage loca t ions . Assume induc
t i ve ly t h a t i rectangles have been f o u n d us ing storage 
S = 2d(2 + S) + 1. We use 2d s torage locat ions for m a i n 
t a i n i n g a hyper rec tang le W, wh i ch is a w i n d o w outs ide of 
wh ich we have f o u n d a l l rectangles {R1,. . . , Ri}, where 
Ri is i nne rmos t . I n i t i a l l y , W conta ins a l l the examples 
(no rectangles have been f o u n d ) . A l l po in ts outs ide W 
can be ignored wh i le the a l g o r i t h m pos i t ions one or more 

Heath, et al. 779 



rectangles w i t h i n R{. For each of the 2d hyperp lanes 
t h a t def ine W, we a l lo t s m e m o r y locat ions , wh ich w i l l 
be used to f ind the s closest po in ts (o f any co lor ) to the 
hyperp lane t h a t are ins ide W. A l l o f these po in ts can be 
found in one pass. Once they are in m e m o r y , the set o f 
s po in ts associated w i t h each l ine is sor ted . 

We def ine an alternation to be a pa i r of po in ts t h a t 
be long to d i f ferent categor ies a n d are ad jacent in a sor ted 
l is t . T h e a l t e rna t i ons in each l ist can be f o u n d , and then 
ma tched up to f i nd p a r t i t i o n i n g rectangles. I f each l is t 
has a t least one a l t e r n a t i o n , the ou te rmos t a l t e rna t i ons 
in each l ist def ine a p a r t i t i o n i n g rectangle Ri + 1- Every 
po in t s tored t h a t is no t inside Ri + 1 is removed f r o m the 
l is ts, since these po in ts canno t def ine rectangles nested 
w i t h i n R i + 1 . N o w , the ou te rmos t a l te rna t ions in each 
l ist def ine R i + 2- We con t inue p lac ing rectangles th is way 
u n t i l a t least one l ist has no a l te rna t ions . No te t h a t some 
l ist cou ld have no a l te rna t i ons a t the beg inn ing o f the 
pass. In th is case, we s imp ly f ind no rectangles in t h a t 
pass. In any case, we redefine W as fo l lows: for each l ist 
t h a t s t i l l conta ins a l t e rna t i ons , we move i ts associated 
hyperp lane to the last a l t e r n a t i o n t h a t was deleted ( i f 
any ) . We move every o ther hyperp lane to the innermos t 
po in t in i ts l is t . Because these l ists have no a l te rna t ions , 
they canno t generate p a r t i t i o n i n g rectangles. Since at 
least one l is t has no a l t e rna t i ons , at least one hyperp lane 
has moved in by s po in ts ( i . e . , at least s po in ts have been 
exc luded f r o m W). Since no po in t t h a t leaves W can 
reenter, W w i l l be e m p t y in no more t h a n n/s passes. 

T h e o r e m 6 . 2 : Given S storage locations, it is possible 
to solve the d-dimensional nested rectangle problem in 
0(nd/S) passes. 

In pa r t i cu la r , when the number of rectangles R is 
larger t h a n and the number of passes 
is smal ler t h a n R. In o ther words , we can a lways solve 
the p r o b l e m in passes i r respect ive o f the number 
of rectangles. 

6 .3 L i m i t e d m e m o r y w i t h s a m p l i n g 

A l l o f the preced ing a l g o r i t h m s work by f i nd ing a l te rna -
t ions f r o m the ou ts ide , w o r k i n g i nwards . In th is sect ion 
we present a d i f ferent a l g o r i t h m t h a t works in one d i 
mens ion . T h i s a l g o r i t h m f inds a l t e rna t i ons on the real 
l ine , so is app l i cab le to any convex p a r t i t i o n i n g of the 
l ine , such as decis ion trees and in terva ls . T h e a l g o r i t h m 
is fa i r l y comp lex and demons t ra tes the d i f f i cu l t y o f learn
i n g ef f ic ient ly w i t h l i m i t e d storage even in one d imens ion . 

As before, we def ine an a l t e rna t i on to be a pai r of ad 
j acen t po in ts w h i c h be long to d i f ferent categories. Note 
t h a t once we detect a l l the a l te rna t ions i t is easy to f ind 
the concept s t r u c t u r e . C lear ly , i f the concept be ing ac
qu i red is classif iable w i t h R rectangles, then there are 
no more t h a n 2R a l t e rna t ions . O u r a l g o r i t h m w i l l de
tect a n d store a l l the a l te rna t ions . T h e i n t u i t i v e exp la
n a t i o n is as fo l lows. We use one pass to f ind the size of 
the i n p u t space, and then we p a r t i t i o n the i n p u t space 
i n t o in terva ls o f a p p r o x i m a t e l y equal size. T h e a l g o r i t h m 
ma in ta i ns markers for a p p r o x i m a t e l y / in te rva ls , where 
I is chosen app rop r i a te l y (see be low) . Once these i n 
tervals are establ ished, we can f ind the ou te rmos t t w o 

Tab le 1: Choos ing the n u m b e r of in terva ls I 

a l te rna t ions ( i f they ex is t ) in each in te rva l in one pass. 
I f an in te rva l conta ins no a l t e rna t i ons , the i n p u t po in ts 
in the in te rva l are ignored in subsequent passes. Our a l 
g o r i t h m keeps t rack of on ly the active in terva ls , namely 
in terva ls t h a t have a l te rna t ions in t h e m . 

T h e fo l l ow ing schematic, code f ragment is executed re
peated ly u n t i l al l a l te rna t ions have been f o u n d . 

1. whi le and some nt is sp l i t tab le 
2. sp l i t a l l  
3. check each in te rva l for an a l t e rna t i on 
4 . d iscard in terva ls not con ta in i ng a l te rna t ions 
5. End while 
6. Detect one or t w o a l te rna t ions f r o m each i E Int 

Int. is the cur ren t set of in terva ls , i n i t i a l l y the en
t i re real l ine, con ta i n i ng a l l n o f the i n p u t po in ts . T h e 
m e t h o d we use to sp l i t the in terva ls in step 2 is guaran
teed to sp l i t each in te rva l i n t o a smal l constant number 
of sub in terva ls , each of wh ich conta ins no more t han a 
constant f rac t i on of the in te rva l ' s po in ts . Since the in-
tervals w i l l be sh r i nk i ng in size by a constant f rac t ion 
each t i m e step 2 is executed, the wh i le loop w i l l be i ter
ated no more t h a n () (\og n) t imes. Let ~ " be the 
storage avai lable per i n t e r va l , where  

T h e whi le loop guarantees t h a t there are at least I 
in terva ls , and each one conta ins an a l t e r n a t i o n . Step (6) 
w i l l f ind I a l te rna t ions in one pass, so w i l l require at 
mos t 2R/I passes. O(I) s torage locat ions w i l l be used 
to m a i n t a i n the in terva ls . 

In step 2, we make use of a l i m i t e d storage s p l i t t i n g 
technique developed by M u n r o and Paterson [80]. I t 
spl i ts each i n te r va l i n t o three sub in te rva ls , each o f wh ich 
is no larger t h a n a cons tan t f r ac t i on of the size of the 
i n te r va l . To sp l i t / in te rva ls , i t takes passes, 
us ing s I s torage loca t ions , where ( I f  
o ( log n ) , the examples m u s t appear in the same order 
for the 0 ( l o g 2 n/s) passes). Since step 2 is executed at 
most log n t imes, a t o t a l of passes wi l l be 
needed for step 2. T h e a l g o r i t h m uses a t o t a l of 
log n/s) passes w i t h . m e m o r y locat ions . 

T h e choice o f / depends on R and the m e m o r y / s p e e d 
t rade-o f f desired (see Tab le 1). In prac t ice , we always 
have enough space for the rectangles 1 and there
fore we can f ind a l l the a l te rna t ions in passes. 

The re are m a n y s i tua t ions in wh i ch the number o f rect
angles R is no t k n o w n be fo rehand . In th is case, a b i na ry 
search technique can be app l ied to the above a l g o r i t h m . 
I n i t i a l l y , we r u n the a l g o r i t h m , assuming t h a t 2 rec tan-
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gles are sufficient to completely learn the structure. In 
one pass, it is possible to verify that the solution gen
erated does indeed correctly classify the input. If not, 
we can double the number of rectangles and try again. 
We continue doubling the number of rectangles unti l the 
algorithm successfully finds the nested rectangles, using 
O(R) storage. Because the number of rectangles is dou
bled in each step, and successful classification is guar
anteed when the number of rectangles is at least R, the 
part i t ioning algorithm wil l run at most [log K] times. 
Thus, the total number of passes needed to determine R 
and find the rectangles is  

A generalization of the algorithm to higher dimensions 
is not obvious and is being investigated. We are consid
ering a randomized variant of this algorithm for multiple 
dimensions. It partit ions the input set into regions, each 
containing a fixed fraction of the points. Then the al
gori thm finds a rectangle in each region in each pass. 
While such an algorithm may work well in practice, it 
may not find the minimum set of rectangles, and may 
fail to find a correct generalization when one exists. 

7 Lower B o u n d 
In this section we show that when the concept structure 
is fairly simple and the amount of storage necessary to 
represent the concept is therefore small, the number of 
passes required is proportional to the number of alterna
tions. Intuit ively, the alternations represent the concept 
boundaries, so the size of the representation constructed 
by many learning algorithms is proportional to the num-
ber of alternations in the input set. For example, deci
sion tree learning algorithms must construct one branch 
for every alternation. The theorem below is stated in 
terms of rectangles but our lower bound technique also 
applies to the number of passes necessary to find alter
nations. The same result holds for decision trees or any 
other method of part i t ioning into convex regions. 

We wil l use a comparison based model which is suf
ficiently strong to support our previous algorithm. The 
following theorem shows that any comparison-based al
gorithm that has kR storage, where k is some constant 
needs at least R passes of the examples when R is suffi
ciently small compared to n i  

T h e o r e m 7 . 1 : Any comparison-based algorithm for 
solving the nested rectangle problem with k R storage re
quires R passes to find R partitioning rectangles, when 
there are n points in the input, 

A ful l proof of this theorem may be found in Heath et 
al., [90]. We give an intuit ive explanation for the case 
when R = 2, where two passes are needed to solve the 
nested rectangle problem when We will find, 
for any algori thm, two distinct sets of inputs indistin
guishable by the algori thm that cannot be categorized 
wi th the same set of two nested rectangles. Suppose 
we have two categories, "blue" and "green." Consider 
a trainer that presents points in the blue category first. 
Because the learner has l imited storage, it wil l eventu
ally forget at least one blue point. After all n /2 blue 
points are presented, the trainer presents three points 
from the green category, surrounding the forgotten blue 

Case 1: 

Case 2: 

Figure 2: Two possible input patterns 

point. It can choose either of two ways to position the 
green points (see Figure 2). The algorithm wil l have the 
opportunity to find the outermost (green) part i t ioning 
rectangle. To correctly place the inner (blue) rectan
gle, the program must surround the forgotten blue point. 
However, the program wil l not be able to tell if the input 
is given by Case 1 or Case 2 of Figure 2. If the program 
were to decide one way, the trainer could have chosen to 
present the other case. Because no comparisons between 
the forgotten blue points and the three green points are 
performed, the two cases are indistinguishable. 

8 Para l le l A l g o r i t h m s 

Connectionist architectures have natural parallel imple
mentations. This has motivated us to examine whether 
our algorithms also have natural parallel implementa
tions. Given n points on the line, we can solve the nested 
rectangle problem in time using P processors, 
where For details, see Heath et a/., [90]. 

Parallel algorithms can be developed to solve the 
nested rectangle problem in any fixed number of dimen-
sions. One would hope that our parallel algorithm could 
be generalized to work in any number of dimensions. 
However, we show that when the dimensionality is not 
fixed, the nested rectangle problem becomes log-space 
complete for P, or P-complete. This suggests that when 
the dimensionality of the problem is not fixed, there is 
no efficient (i.e. polylog time wi th polynomial number of 
processors) parallel algori thm. This condition is usually 
considered as a strong indication of inherent sequential-
ity, since there are no known methods to achieve sig
nificant speed-ups of such problems on parallel architec
tures. See Heath et al., [90], for a proof of this result. 

9 Conclus ion 

Intuit ively, a learning program with fixed storage can-
not create an optimal set of nested rectangles to classify 
a set of points (examples). The problem is that, since 
memory is l imited, the program must forget some of the 
examples, and these examples may be misclassified as a 
result. It is clear, however, that a partial generalization 
constructed in p passes can be further refined using more 
passes. This paper makes precise the trade-offs between 
storage, number of passes, and classification accuracy. 
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Tab le 2: N u m b e r of passes requ i red as R increases 

W h e n an a l g o r i t h m on ly has enough m e m o r y to store 
the R rectangles themselves, i t requires ( in the wors t 
case) no more t h a n R passes t h r o u g h the d a t a . In 
a d d i t i o n , when R is large w i t h respect to the number 
of examples n, we can do much be t te r . For ins tance, 
when for some constan t r, we on ly need 

passes t h r o u g h the d a t a . For most learn ing 
p rob lems, we do n o t know the size of R in advance ( i .e., 
we do not know how compac t the genera l iza t ion m i g h t 
be) . However, our a l g o r i t h m can st i l l learn b o t h R and 
the target concept accura te ly in passes. 
Tab le 2 summar izes our results for d i f ferent ranges of R. 

From a p rac t i ca l s t a n d p o i n t , these results a l low one to 
make some s ta tements a b o u t the t rade-o f f between p ro -
cessing t ime and storage for a l g o r i t h m s t h a t learn nested 
hyperrectangles. As long as storage is not l i m i t e d , we 
can use an a l g o r i t h m t h a t ( w i t h one pass t h r o u g h the 
da ta ) runs in t i m e , where d is the number of 
features for each example , to f i nd an o p t i m a l ( i .e. , m i n i 
m u m ) set o f rectangles. I f s torage is f ixed and the n u m 
ber of examples is large, then m i n 
passes are suff ic ient to f i nd the o p t i m a l set of nested rect
angles, depend ing on the size of R w i t h respect to n. I f 
fewer passes are a l lowed, then the rec tangu la r concepts 
learned by the a l g o r i t h m may misclassify some of the 
examples. 

We have s tud ied the comp lex i t y o f non - inc remen ta l 
learn ing a l g o r i t h m s fo r para l le l models o f c o m p u t a t i o n . 
In Hea th et al. [1990], we present an o p t i m a l para l le l 
a l g o r i t h m for l ea rn ing in one d imens ion , and show t h a t 
learn ing nested hyperrectang les when the d imens iona l i t y 
is no t f ixed is P-comple te ( i nhe ren t l y sequent ia l ) . 

T h e m a j o r open p rob lems we are cu r ren t l y consid
er ing inc lude deve lop ing eff icient l i m i t e d m e m o r y algo
r i t h m s for d a t a sets w i t h m u l t i p l e d imens ions . We p lan 
to i m p l e m e n t these a l g o r i t h m s for expe r imen ta l tests on 
real d a t a . We also are w o r k i n g on i m p r o v e m e n t s to our 
cu r ren t l y crude para l le l a l go r i t hms for m u l t i p l e d i m e n 
sions. A d d i t i o n a l l y , we are cons ider ing the p rob lem of 
ef f ic ient ly cons t ruc t i ng n e a r - o p t i m a l concept s t ruc tu res . 
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