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A b s t r a c t 

Since knowledge is usually incomplete, agents 
need to introspect on what they know and do 
not know. The best known models of intro­
spective reasoning suffer from intractabil ity or 
even undecidability if the underlying language 
is first-order. To better suit the fact that agents 
have l imited resources, we recently proposed 
a model of decidable introspective reasoning 
in first-order knowledge bases (KBs). How-
ever, this model is deficient in that it does 
not allow for quantifying-in, which is needed 
to distinguish between knowing that and know­
ing who. In this paper, we extend our ear­
lier work by adding quantifying-in and equaL 
ity to a model of l imited belief that integrates 
ideas from possible-world semantics and rele-
vance logic. 

1 I n t r o d u c t i o n 

Since agents rarely have complete information about the 
world, it is important for them to introspect on what 
they know and, more importantly, do not know. For 
example, 

if somebody tells you that Sue's father is a teacher 
and you have no other information about Sue's fa­
ther, then introspection (in addition to deduction) 
allows you to conclude that there is a teacher and 
that you do not know who that teacher is, that is, 
as far as you know, Sue's father could be any of a 
number of individuals. 

There have been various attempts to formalize introspec­
tive reasoning, most notably in the guise of the so-called 
autoepisiemic logics (e.g. [18, 17]). While providing a 
very elegant framework for introspection, these logics 
have a major drawback in that they assume an ideal 
reasoner with infinite resources. In particular, in the 
first-order case, reasoning is undecidable. It is therefore 
of particular interest to devise models of introspective 
reasoning which are better suited for agents with l im­
ited resources. 

For that purpose, a model of a tractable introspec­
tive reasoner was proposed for a propositional language 

in [12]. Since its obvious first-order extension leads to an 
undecidable reasoner, we proposed a modification which 
retains decidability in [13]. However, this proposal is stil l 
too l imited since it lacks the expressiveness to deal with 
incomplete knowledge as exhibited in our init ial exam­
ple. In particular, it does not allow us to make distinc­
tions between knowing that and knowing who because the 
underlying language does not provide for quantifytng-
in [6], that is, the ability to use variables within a belief1 

that are bound outside the belief. W i th quantifying-in, 
the above example can easily be expressed as (we use the 
modal operator B for belief) 

Teacher(z) A -BTeacher (x ) , 

a sentence that should follow from an introspective KB 
that contains only the sentence Teacher(father(sue)). 

In this paper, we extend the results of [13] by consider-
ing a language with quantifying-in and equality. It is not 
at all obvious whether adding quantifying-in allows us 
to retain a decidable reasoner. As Konolige observed [8], 
while introspective reasoning in classical monadic pred-
icate calculus is decidable, it becomes undecidable if we 
add quantifying-in. As a result, Konolige makes the fol-
lowing comment: 

Thus the piesence of quantifying-in seems to pose 
an inherently difficult computational problem for 
introspective systems. 

In this paper we show that, given an arbitrary first-order 
KB, it is decidable for a large class of sentences with 
quantifying-in whether or not these sentences follow from 
the KB. 

One way to formalize reasoning is to view the problem 
as one of modeling belief. In a nutshell, a model of be­
lief tells us what the possible sets of beliefs or epistemic 
states of an agent are. One then needs to specify for any 
given KB which epistemic state it represents. Under this 
view, reasoning reduces to testing for membership in the 
appropriate epistemic state. 

As in [12, 17], we use an approach that allows us to 
model the beliefs of a KB directly within the logic. In­
tuitively, a KB's epistemic state can be characterized as 
the set of all sentences that are believed given that the 
sentences in the KB are all that is believed or, as we 

*This work was conducted at the University of Toronto. 

1 We use the terms knowledge and belief interchangeably in 
this paper, even though belief is the more appropriate term, 
since we allow an agent to have false beliefs. 
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wil l say for short , only-believed. We formalize this idea 
using a modal logic w i th two modal operators B and O 
for belief and only-believing, respectively. This allows 
us to say that a KB believes a sentence a just in case 
OKB D Ba is a valid sentence2 of the logic, thus charac­
terizing the epistemic state of the KB. The complexity 
of reasoning then reduces to the complexity of solving 
this val idity problem. 

In related work, Konolige [8] also addresses the issue of 
modeling introspection under resource l imitat ions. How­
ever rather than proposing an actual instance of a com­
putat ional ly attract ive reasoner, he presents a general 
framework in which one can be formalized. Since we 
consider a l imi ted introspective reasoner who is able to 
perform fu l l introspection and is only l imi ted in his de­
ductive component, work on l imi ted deduction alone is 
also relevant [7, 2, 19, 4]. In particular, as discussed 
in [13], [19] is a special case of ours. Finally, in prel im­
inary work [11], we proposed a model of l imi ted belief 
wi th quanti fy ing-in yet wi thout nested beliefs. As a re-
sult, the corresponding reasoner was purely deductive 
and not able to make use of quanti fying-in himself. 

In the next section, we introduce the logic 
OBLIQUE,3 which defines the model of belief and only-
believing. In Section 3, we take a closer look at the epis­
temic states of KB's as defined by OBLIQUE. Section 4 
shows the computat ional pay-off of using this particular 
l imited form of belief. In Section 5, we use the logic to 
define a KR service that allows a user to query a KB and 
to add new information to i t . Finally, we end the paper 
with a brief summary and an outlook on future work. 

2 The Logic OBLIQUE 
We begin wi th a discussion of belief and only-believing. 

Belief 
As in in [13], belief is modeled by integrating ideas 

from possible-world semantics [5, 9] and relevance 
logic [1 , 3]. Roughly, an agent believes a sentence just 
in case that sentence holds in all states of affairs or sit­
uations the agent imagines. In order to obtain agents 
wi th perfect introspection we require that, similar to a 
semantics of the modal logic weak 55, that every model 
has one globally accessible set of situations. Situations 
are a four-valued extension of classical worlds. Instead 
of facts being either true or false, situations assign them 
independent true and false-support, which corresponds 
to the use of four t ru th values { } , { t r u e } , { f a l s e } , and 
{ t r u e , f a l s e } , an idea original ly proposed to provide a 
semantics for a fragment of relevance logic called tauto­
logical entailment [ 1 , 3].4 

In order to be able to distinguish between knowing 
that and knowing who, we follow [17] and use a language 

3 Whenever KB occurs within a logical sentence, we mean 
the conjunction of all the sentences in the KB. 

3Thanks to Hector Levesque, who suggested that name to 
me. It may be read as "Only Belief Logic with Quantifiers 
and Equality." 

4Levesque [16] was the first to introduce the notion of 
four-valued situations to model a limited form of belief in a 
propositional framework. 

w i th both rigid and non-rigid designators (see [10]). The 
non-rigid designators are the usual terms of a first-order 
language such as father(sue), which may vary in their 
interpretation. The rigid designators are special unique 
identifiers called standard names. For simplicity, the 
standard names are taken to be the universe of discourse 
in our semantics. 

Employing four-valued situations instead of worlds has 
the effect that beliefs are no longer closed under modus 
ponens, e.g. B ( p V q) and B(-q V r) may be true and 
B ( p V r) may be false at the same time. As discussed 
in [13], a further restriction is needed in order to use this 
model of belief as a basis for a decidable reasoner. In 
particular, the l ink between disjunction and existential 
quantification is weakened in the sense that an agent may 
believe P(a) VP(6), yet fail to believe 3xP(x). In the case 
of beliefs without quanti fying-in, this can be achieved 
semantically by requiring that an agent who believes the 
existence of an individual w i th a certain property must 
be able to name or give a description of that individual. 
More concretely, in order to believe 3xP(x) there must 
be a closed term i (e.g. father(sue)) such that ?(t) is 
true in all accessible situations (see [13]). 

In the case of beliefs wi th quant i fy ing- in, this idea 
of simply substi tut ing terms for existentially quanti­
fied variables does not suffice. E.g., given the belief 
3xTeacher(x) A -BTeacher(x) , if we replace x by any 
term, say father(sue), then the resulting belief is in­
consistent because for an introspective agent to believe 
that Teacher( father(sue)) A ->BTeacher(/ai/*er(sue)) 
means that he both believes and does not believe that 
Teacher( father(sue)) . What is wrong is that we should 
not have substituted father(sue) for the second occur­
rence of x (w i th in the context of B ) . Instead, what we 
really want at its place is the denotation of father (sue) 
so that, while Teacher( fa ther(sue)) holds at every sit­
uation the agent imagines, the agent does not know 
of the denotation of father(sue) at any given situa­
t ion that he is a teacher, that is, the agent does not 
know who the father of Sue is. To make this distinc­
tion between a term and its denotation we introduce 
a so-called level marker ,0 which is attached to a term 
whenever the term is substituted within the context of a 
modal operator. In our example, the substi tut ion results 
in Teacher(fatherer(sue)) A - iBTeacher( /a/Aer(sue).0) . 
Later we wi l l return to this example and demonstrate 
formally how the use of level markers has the desired 
effect.5 

O n l y - B e l i e v i n g 
An agent who only-believes a sentence a believes a 

and, intuit ively, believes as l i t t le else as possible. In 
otner words, the agent is maximal ly ignorant while st i l l 
believing a. 

As demonstrated in [12, 17], if belief is modeled by a 
set of situations, independent of whether they are four-
valued or two-valued as in classical possible-world se-

5 In the logic, we allow an infinite number of distinct level 
markers. While not apparent in this paper, this choice was 
made for technical convenience. The reader may simply ig­
nore all level markers other than .0. 
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1 0 In this semantics, the basic beliefs of an epistemic state 
(represented by a set of situations) do not completely deter­
mine what is only-believed at that state. As shown in [14], 
this problem can be overcome. Since this issue is indepen­
dent from the main concern of this paper, we have chosen to 
ignore it here, 

1 1A minor distinction is that we allow the empty set of 
situations in the definition of truth and validity, while we 
excluded it in [13]. 
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where queries can range over a large class of modal sen­
tences w i t h quant i fy ing- in. In the future we hope to 
prove the conjecture tha t decidabi l i ty holds if we allow 
arb i t rary forms of quant i fy ing- in . I t is also impor tan t to 
ident i fy classes of sentences where reasoning is not jus t 
decidable bu t provably t ractable as well . F inal ly , one 
should investigate to what extent modal i t ies can be al-
lowed in the KB itself w i thou t sacrificing decidabil i ty. 

A c k n o w l e d g e m e n t s 

I am grateful to Hector Levesque for many inspir ing 
discussions on l im i ted belief. 
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