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A b s t r a c t 

There are many new appl icat ion fields for au
tomated deduct ion where we have to apply ab-
duct ive reasoning. In these appl icat ions we 
have to generate consequences of a given theo
ry hav ing some appropr iate propert ies. In par-
t icu lar we consider the case where we have to 
generate the clauses contain ing instances of a 
given l i tera l L. The negat ion of the other l i t 
erals in such clauses are hypothesis a l lowing to 
derive L. 
In this paper we present an inference rule, 
called L-inference, which was designed in or
der to derive those clauses, and a L-strategy. 
The L-inference rule is a sort of I npu t Hyper-
resolut ion. The ma in result of the paper is the 
proof of the soundness and completeness of the 
L-inference rule. The L-strategy associated to 
the L-inference rule, is a saturat ion by level 
w i t h delet ion of the tautologies and of the sub
sumed clauses. We show tha t the L-strategy is 
also complete. 

1 I n t r o d u c t i o n 

Trad i t i ona l l y automated deduct ion systems are devoted 
to prove if a given formula is a theorem; their appl ica
tions , as is well knwon, have been very succesful in many 
domains of Computer Science. Gradua l ly this t r ad i t i on 
al funct iona l i ty has been extended. 

For example in Logic Programming , or in Deduct ive 
Databases, it is not enough to know if a closed fo rmula 
is a theorem, indeed we want to know the set of subst i 
tu t ions used in the proof of a formula . 

Recently appl icat ions, l ike A T M S , automated diagno
sis, generation of "why no t " explanat ions, condi t ional 
answering in Deduct ive Databases, par t ia l deduct ion, all 

of them invo lv ing some k ind of abduct ive reasoning, have 
emphasized the need of new funct ional i t ies. For every of 
these new appl icat ions it is necessary to produce, for a 
given formula , the set of hypothesis we have to add to a 
given theory to prove th is formula. Th is shows tha t we 
are now expect ing f rom an automated deduction method 
more in fo rmat ion than an answer of the fo rm : "yes" , or 
"no" , or a set of subst i tu t ions. 

For these new apl icat ions (see [7, 9, 11 , 1, 5] , and Inoue 
[4] for hypothesis generation) the expected in format ion 
is, for a given Database D B , and a given query Q which 
is not derivable f rom D B , the set of hypothesis X such 
tha t X —> Q is derivable f rom D B , and X is as general 
as possible. Such X are called the min imal supports for 
Q by Reiter and de Kleer in [14]. 

In order to mechanize the product ion of hypothesis 
some new a lgor i thms have been defined. For example, 
in the frame of Proposi t ional Calculus, by Siegel [13], 
Cayro l and Tayrac [10], Oxusoff and Rauzy [12], and 
Kean and Ts ikn is [6], and in the frame of First Order 
Calculus, by Cholvy [2], and Inoue [4]. 

The object ive of this paper is to present a new infer
ence rule, and i ts associated strategy, which have been 
designed in order to efficiently compute the m in ima l sup
por t for a query. 

We shall assume the reader is fami l iar w i t h t rad i t iona l 
theorem prov ing techniques as they are presented in [3]. 

2 Genera l de f i n i t i on of the generat ion 
hypothes is p r o b l e m 

*This work has been partially supported by the CEC, in 
the context of the Basic Research Action, called MEDLAR. 

In al l the paper we consider a F i rs t Order Language 
where formulas are in clausal fo rm. 

Let S be a set of consistent clauses, a query adressed 
to S is represented by a l i tera l L. 

It is not restr ict ive to have only query represented by a 
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single l i tera l . Indeed, if the query is a first order formula 
F we can introduce a new atomic formula Q, and we can 
add to S the clauses generated by the clausal form of : 
Q F. Then the answer to the query Q provides the 
min imal support for Q. 

The answer to the query L, relative to S, is a set of 
clauses containing instances of L, defined by : 

According to this definit ion the clauses in ans(L,S) are 
min imal w i th regard to the subsumption. 

If L' V X is in ans(L,S), the negation of X is an hy
pothesis which allows to infer L' in the context of S. 

It is worth not ing some consequences of the condition 
of min imal i ty . If L' V X is min imal we have : 

• L' is not derivable from S. Tha t means that if L ' V X 
is in the answer, we n e e d a d d i t i o n a l h y p o t h e s i s 
t o d e r i v e L ' , 

• X is not derivable f rom S. Therefore the correspond
ing h y p o t h e s i s to i n f e r L ' i s cons i s ten t w i t h S . 

• there exists no clause L' V X' derivable from S such 
that L' V X' subsumes V V X. Since the condit ion 
L ' V X ' subsumes L' V X implies X' subsumes X, 
t h e r e is no w e a k e r h y p o t h e s i s t h a n X to infer 
L' in the context of S. 

3 De f in i t i on of the Inference Rule 

D e f i n i t i o n 1. Let L be a l i teral . A clause C is an L-
c lause iff there is a l i teral L' in C such that L is an 
instance of L'. 

1 We say that c "strictly subsumes" c' if c subsumes c' and 
c' does not subsumes c 

D e f i n i t i o n 2. Let L be a l i teral and let M i Ve i , 
be a set E of clauses, called electrons, such that each M i 

is a l i teral , and each ei is an L-clause. Let n be the 
clause : Nx V N2 V . . . V Np V n ' , where the Ni's are 
literals, which is called the nucleus. A finite sequence of 
L-clauses R 0 , . . . , Rp is an L - i n f e r e n c e iff : 

• Ro is n, 
• each Ri+1 is a resolvent obtained (by the Resolution 

principle) f rom R i, and M i V e i , where the l i teral Mj is 
resolved against the instance of the l i teral N j , which 
is in R i ,  

Rp is called the L - reso l ven t of E and n, and the R i, 
for 1 are called the i n t e r m e d i a t e reso l 

ven ts . The L-inference wi l l be represented by :  

D e f i n i t i o n 3. Let S be a set of clauses. A L-
d e d u c t i o n of Cn f rom S is a f inite sequence Co . . . Cn 

of clauses such that : each C, is either a clause in S or 
there are C i 1 , . . C i k in the L-deduction, wi th each ij < i, 
such that C i is the L-resolvent of C i , , , . . . C i k , by an L-
inference whose nucleus is in S. 

D e f i n i t i o n 4. A R - d e d u c t i o n of Cn f rom S is a 
finite sequence Co •. • Cn of clauses such that : each C i 

is either in S or there are Ci, C,3 in the R-deduction, 
w i th each i j < i, such that C i is the resolvent ( by the 
Resolution Principle) of C i and C I a . 

T h e o r e m 1. ( R . C . T . Lee [8]) Let S be a set of 
clauses, if c is a clause derivable f rom S, there is a clause 
e', subsuming c, such that c' is derivable from S by a 
R-deduction. 

T h e o r e m 2. Let S be a set of clauses and L a given 
l i teral . If there is a R-deduction of L V C, then there is 
a L-deduction of L V C. 

P r o o f . The proof is by induction on the number n of 
inferences in the R-deduction of L V C from S. 

For n = l , L V C is the resolvent of two clauses C1 and 
C2 in S. Then either C1 or C2 ( say C1 ) is of the form 
M Ve, where e is a L-clause, and M is the resolved literal. 
Therefore the R-inference is a L-inference. 

For the induction step we assume we have a R-
deduction of L V C from S using n inferences. Let's 
consider in this R-deduction some clause Co which is 
the resolvent of two clauses C1 and C2 which are in S. 

Then there is a R-deduction of L V C from S and C0 

using n-1 inferences. 

We distinguish the following two cases: 
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similar t ransformation. Notice that each transformation 
decreases by one the number of Co occurences. Then 
after a finite number of t ranformat ion of the L-deduction 
D we obtain a L-deduction of L V C from S. Q.E.D. 

The fol lowing completeness theorem is a t r iv ia l conse
quence of Theorem 1 and Theorem 2. 

T h e o r e m 3. Let S be a set of clauses, if L V c is 
a clause derivable f rom S, there exists a clause L' V c', 
subsuming L V c, which is derivable f rom S by an L-
deduction. 

P r o p o s i t i o n Since every L-inference is a sequence of 
application of Resolution principle, the L-inference rule 
is sound. 

One could notice that an L-deduction is very close to 
an OL-deduct ion, or an SL-deduction (see [8]) w i th top 
clause - L . However OL-resolution has been proved to 
be complete to generate the empty clause, but it fails to 
be complete for clause generation, lnoue, in [4], modi
fied the standard OL-resolut ion, by adding a new rule, 
called "Sk ip" , that allows to reach completeness. The 
complexity of the proof of Theorem 1 clearly suggests 
that there is no evidence that a strategy which is com
plete to generate the empty clause is also complete for 
the generation of clauses. Tha t is why the proof of The
orems 2 and 3 is, in our view, the main contr ibution of 
our work. 

4 Definition of the L-strategy 

A saturation a lgor i thm is considered in order to define 
an effective procedure to compute the L-clauses. This 
a lgor i thm could be improved using more sofisticated s-
trategies like ordering. 

The L-strategy computes the answer to a query into 
two steps. In the first step is computed a set of clauses, 
called extended answer, containing more clauses than 
the clauses in the answer. Namely answers may contain 
hypothesis which are inconsistent w i th S. In the second 
step we have to remove all the clauses L ' V X in the 
extended answer such that X is derivable f rom S. In this 
second step the clause X is known, then testing if X is 
derivable f rom S can be done by any standard theorem 
proving strategy. For this reason this second step is not 
described in this paper, and we shall present only the 
first step. 

D e f i n i t i o n 5. We call e x t e n d e d answer the follow
ing set of clauses : 

eans(L,S) = { L ' V X | S h L 'VX , where L' is an instance 
of L, and L ' V X is not a tautology, and there is no clause 
c in eans(L,S) such that c str ic t ly subsumes L ' V X } 
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Note that this definit ion is weaker than the previous 
one. Indeed, if L' V X E ans(L,S), X is not derivable 
f rom S, while if L' V X E eans(L, S), X may be derivable 
f rom S. 

N o t a t i o n : We denote [S] a set of clauses where all 
the subsumed clauses have been removed. 

D e f i n i t i o n 6. Let S be a set of clauses, and 
let L be a query, the L - s t r a t e g y computes the sets 
So, • • •, S i + 1 , . . ., inductively as follows : 

* • * 

S i + 1 = [Si { L ' V X | there exists a set of electrons 
E in S i , and a nucleus n in S, such that L' V X is the 
L'-resolvent of E and n} ] 

For the purpose of the next definit ion we consider de
ductions as proof-trees instead of proof-sequences. 

D e f i n i t i o n We call d e p t h o f a d e d u c t i o n the num
ber of inference steps in the longest path of the proof-tree 
corresponding to this deduction. 

T h e o r e m 4. If L' V X is in eans(L,S), where L' is an 
instance of L, then there exists some i, and a clause c, 
such that c is in S,, and c is equivalent to L' V X 

P r o o f : The proof is by induct ion on the depth j of 
the L'-deduction of L' V X from S. 

For the base case ( j=0 ) the proof is t r i v ia l . 

For the induct ion step, assume there is an L'-
deduction, of depth j + 1, of V V X from S, where the 

last L'-inference is of the form  

First we show that tautologies can be removed. 

If a L ' V X proof uses a tautology, then we can show by 
induct ion that this tautology is either n or an electron 
of E. In that case we can also show that it is possible 
to transform the last two inferences in a proof whithout 
tautology. 

Now we show that subsumed clauses can be removed. 

Let e = M V e' be an electron in E, where M is the 
resolved l i teral . If e does not belong to eans(L,S), there is 
an L-clause c in eans(L,S) subsuming e. We distinguish 

the following two cases : 

Casel : c susbsumes e'. Then c subsumes the instance 
of e' which is in V V X. That contradicts the fact that 
L' V X is in eans(L,S). 

Case2 : c does not subsumes e;. Then c is of the form 
M 'Vc ' , where M' is an instance of M. In this case we can 

transform the inference by replacing e in E by c. 
Then the new L'-resolvent subsumes L ' V X because c' 
subsumes e' . Tha t contradicts the fact that L' V X is in 
eans(L,S). 

Therefore e belongs to eans(L,S). Since the depth of 
the L'-deduction is equal to j , by induction hypothesis e 
is in Sj. 

The same conclusion holds for any electron in E, so 
from the definit ion of S j + 1 in function of Sj we can con
clude that L ' V X is in S j+ i . 

5 Some t y p i c a l examples 

In this section we present two examples showing the 
main features of our approach. 

E x a m p l e 2 is a very simple example i l lustrat ing the 
interest of the L-strategy for automated diagnosis. 

Let's consider a very simple system 1, w i th components 
: b, b1, b2 , and c, whose correct working is defined by 
the fol lowing rules and facts : 

If we respectively denote by : L, B, B1, B2 and C, the 
propositions : 1-works, b-works, b1-works, b2-works and 
c-works, we have : 

can be interpreted as : 
"1-works if b2-works and c-works", or as well as : " a 
possible explanation that 1 does not work is that b2 or c 
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does not work" . 

E x a m p l e 3 , which is in Proposit ional Calculus, is in 
teresting because it shows that the standard Input reso
lut ion strategy is not complete. Indeed w i th this strategy 
we cannot infer L V A, while L V A is derivable w i th the 
L-strategy. Here we can see that the reason why the L-
strategy is complete, al though it is an Input strategy, is 
that the L-strategy is also an Hyperresolution. 

E x a m p l e 4 shows how we can get inf ini te answers. 
The intu i t ive meaning of the query is : What conditions 
implies that x is an ancestor of y ?". Since the query 
does not refer to a specific set of persons, there is an 
inf ini te set of conditions which guarantee that x is an 
ancestor of y; each condit ion correponds to a different 
level in the ancestor's hierarchy. 
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6 Conc lus ion 

We have defined an inference rule and a strategy to gen
erate the most general hypothesis al lowing to infer a for
mula, represented by a single l i teral L, in the context of 
a given theory. This strategy is efficient in the sense that 
it generates only L-clauses. Then the only useless gen
erated closes are those ones which are not min imal wi th 
regard to the subsumption. Moreover we have the feel
ing that this second step cannot take advantage of the 
work done in the first step, and they can be executed 
into two independent steps wi thout waste of efficiency. 

Nevertheless many refinements of the strategy should 
be investigated in the future. One of them is to make 
use of an order on the predicate symbols. 

An impor tant issue we want to investigate in the fu
ture is the case of inf inite answers. A first approach is to 
find a finite representation of those inf inite sets, having 
some desirable properties. For example to be easy to 
understand. Another approach is to provide only part ial 
answers, and to cut the computat ion in a "clean" state. 
The r ight approach certainly depends on the application 
field. 

Our method can be considered as a step in order 
to supply new functionalit ies for automated deduction 
methods. 
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