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A b s t r a c t 

Mundane, everyday, reasoning is fast. Given 
the inherent complexi ty of sound and com
plete reasoning w i t h representations expressive 
enough to capture what people seem to know, 
commonsense reasoning must require shortcuts 
and assumptions. Some means of s impl i fy ing 
the retr ieval of the inferential consequences of 
a set of facts is obviously required. Instead of 
looking, as others have, at l im i ted inference or 
syntactic restrict ions on the representation, we 
explore the use of " v i v i d " forms for knowledge, 
in which determin ing the t r u t h of a sentence is 
on the order of a database retr ieval. 

In order to base a reasoning system on 
v iv id knowledge, we consider ways to construct 
a v i v id K B — a complete database of ground, 
atomic facts—given facts that may be pre
sented in a more expressive language that a l 
lows incompleteness (e.g., f irst-order logic). Be
sides offering an architecture for examining 
these problems, our results show that some 
forms of incomplete knowledge can st i l l be han
dled efficiently if we extend a v iv id KB in a 
natura l way. Most interesting is the way that 
this approach trades accuracy for speed. 

1 I n t r o d u c t i o n 
People per form quick ly and competent ly in most ev
eryday si tuat ions—despite an overwhelming barrage of 
in format ion tha t nonetheless does not unambiguously 
characterize the state of the wor ld . In contrast, com
puter problem-solvers—especially those w i t h clear, for
mal foundat ions—are extremely slow in most c i rcum
stances, even when presented w i t h l i t t l e in format ion . 

Consider a problem-solver that relies on a knowledge 
representation ( K R ) system to answer queries about 
what fol lows f rom a knowledge base. A l though there are 
many factors that contr ibute to the overall performance 
of the problem-solver, clearly the efficiency of the KR 
system is impor tan t . Recent a t tempts to deal w i t h the 
in t rac tab i l i ty of such systems have generally fallen under 
two headings: l im i ted languages (e.g., [Patel-Schneider 
1984, Borgida et al 1989]), and l im i ted inference (e.g., 
[Frisch 1988, Patel-Schneider 1989]). In the former, what 

can be expressed in the knowledge base ( K B ) is restricted 
(sometimes severely) to guarantee that queries can be 
answered in more or less reasonable t ime. In the lat
ter, restrict ions like avoiding chaining or four-valued in
terpretat ions yield l im i ted conclusions, albeit f rom rela
t ively expressive KB 's . 

We conjecture that a key to efficient problem-solving 
lies in a not ion of commonsense reasoning—the k ind of 
reasoning tha t people engage in all the t ime w i thou t re
course to "paper and pencil '1, reasoning by cases, back
t racking, or par t icu lar ly deep thought .1 Commonsense 
reasoning is fast: if it were a problem-solver's normal 
mode of reasoning, then the problem-solver would be 
fast. Paradoxical ly, studies of commonsense reasoning 
in AI (e.g., nonmonotonic logics) have frequently led to 
mechanisms that are even less tractable than logical de
duct ion. 

Th is paper describes an a t tempt to bridge the gulf be
tween principled theories of inference and pract ical infer
ence systems. We discuss some components that might 
combine to support fast reasoning, and a un i form ar
chitecture that incorporates them. Obviously, common-
sense reasoning is inherently approximate and fal l ible. 
Our architecture lets us move towards commonsense per
formance, and yet s t i l l say something substantive about 
the system's relat ionship to " ideal competence''. 

2 V i v i d Reason ing 

W h a t would be a good basis on which to bui ld a 
fast reasoner? (Given the massive amounts of infor
mat ion agents are faced w i t h , we cannot even inter
pret " fast " as "po lynomia l - t ime"—we really need per
formance sublinear in the to ta l size of the KB for simple 
queries.) The natura l candidate f rom Computer Science 
is something like a relat ional database, where query-
answering/reasoning is merely look-up for the kinds of 
simple questions that we expect to be frequently asked 
of the KB. 

Analyses such as Levesque's [1986] and Reiter's [1984] 
suggest that a crucial factor in the efficiency of databases 
is the assumption that the database has a complete and 

1 We call reasoning that does not fit this description 
puzzle-mode reasoning, after logic puzzles of the form "The 
man who owns the camel lives next to the orange-juice 
drinker...". 
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accurate view of the wor ld . Generalizing f rom this, we 
conjecture tha t the proper basis for commonsense rea
soning is some " v i v i d " representation of knowledge—one 
tha t bears a strong and direct resemblance to the world 
it represents. A v iv id representation has symbols that 
stand in a one-to-one correspondence to objects of inter
est in the wor ld , w i t h connections between those symbols 
corresponding to relationships of concern. For example 
[Levesque 1986], a KB contain ing the sentences "Dan 
drank 7 ounces of g in " and "Jack drank 6 ounces of g in " 
would be v i v i d , w i t h respect to the amount Jack and 
Dan drank ind iv idual ly , whi le one containing "Jack and 
Dan together polished off 13 ounces of g in " and "Dan 
had one more 1-ounce dr ink than Jack" would not, de
spite the fact tha t the same in format ion follows from 
both KB's. 

The not ion of v i v id representations is appealing for 
reasons beyond support ing reasoning as database-style 
lookup: i t corresponds well to the k ind of in format ion 
expressed in pictures; thus, it is reasonable to th ink 
that much of the in format ion we gain (i.e., percep
tua l ly ) occurs natura l ly in v i v id fo rm. Also, various 
psychologically-oriented explanations of cognit ion sug
gest that people often seem to reason direct ly f rom "men
tal models" [Johnson-Laird 1983], rather than by syntac
tic man ipu la t ion of sentential constructs. 

Of course, not al l in format ion we obtain about the 
wor ld is in v i v id fo rm: l inguist ic communicat ion, for ex
ample, may yield disjunct ive or otherwise incomplete or 
general input (e.g., "Joe doesn't have his Ph.D. yet." 
or "Everyone in the department has an advanced de
gree."). Fortunately, much of this in format ion can be 
coerced into a v i v id fo rm in a pr incipled way. 

3 System Architecture 
What is needed is an appropr iate architecture that would 
allow an AI system to fal l back on more general reason
ing (e.g., f irst-order logic) when necessary, but would 
depend p r imar i l y on efficient, v i v id reasoning. The ap
proach of standard " h y b r i d " reasoners, which delegate 
questions to submodules that can handle them efficiently 
w i l l not suffice. We need a much more active approach, 
in which incoming in format ion is processed to augment 
and main ta in a v i v id view of the wor ld. We have been 
invest igat ing an architecture that exemplifies this view 
(see F ig . 1): f irst-order facts are "v iv i f ied" into a knowl
edge base of a special fo rm (the V K B ) . 2 This vivif ica-
t ion may lose in fo rmat ion , since the V K B cannot ex
plicitly represent d is junct ion, negation, or any form of 
incompleteness. Th is makes i t impor tan t to determine 
the relat ionship between the answers that a complete 
theorem-prover would return when queried, given the 
K B , and the answers tha t would be retrieved f rom the 
v i v id knowledge in the V K B -- i.e., between α and α' in 
the figure. Th is relat ionship can be thought of as the de
gree of soundness and completeness of the V K B . V iv id 
reasoning w i l l not be very useful if α1 is too small a sub

set of, or bears no understandable relationship to, α. 

2 We distinguish below between the KB—the knowledge 
given to the system—and the VKB—the system's vivid rep
resentation of that knowledge. 

Figure 1: Simple view of a v iv id knowledge base. 

Because not al l reasoning fits our commonsense rea
soning paradigm, we propose a hybr id system that re
tains the original in format ion to supplement, as nec
essary, the v iv id fo rm. We at tempt to answer queries 
by simple retrieval directly f rom the v iv id K B . I f that 
provides inadequate answers, general or special-purpose 
reasoning wi th the original KB may be tr ied, perhaps 
depending on the importance of the query. Ul t imate ly , 
one measure of success wi l l be the proport ion of reason
ing that can be delegated to the V K B . 

A generalization of the architecture of F ig. 1, and a 
more realistic view, is i l lustrated in F ig. 2. Notice first 
the influence of a variety of components on the vivif ica
t ion of the original facts. Universal rules affect vivif ica
t ion simply and directly (see below). However, where the 
available knowledge is incomplete, we can often do better 
than simply leaving the in format ion in non-viv id form. I t 
may be possible, for example, to el iminate the ambigui ty 
of the given disjunct ion in favour of definite facts—facts 
not str ict ly equivalent, but sufficient for the purposes 
of the system. For example, defaults or preferences3 

3 At the moment, we assume the defaults are presented 
to the system in the same declarative way as other facts; 
eventually, defaults should be created by inspecting the VKB 
(i.e., from experience). 
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can be used to capture the cont r ibu t ion of previous ex
perience, "Gr icean" communicat ion conventions [Grice 
1975],4 and l inguist ic context effects in fo rming mental 
models. In other cases, abstract ion provides a powerful 
too l . In some circumstances, i t may even suffice to make 
arb i t rary choices, as suggested in Levesque's Computers 
and Thought lecture. Thus, the in format ion in the V K B 
may be the consensus of mu l t i p le knowledge sources, as 
suggested by F ig . 2. 

It also seems useful to separate out parts of the or ig
inal KB that are essentially taxonomic. As we show 
below, taxonomies provide another f o rm of disjunct ive 
in fo rmat ion tha t can be used efficiently in v iv i f icat ion 
and retr ieval .5 

4 C o n s t r u c t i n g a V i v i d Knowledge Base 

A v iv i f icat ion process for the simplest case—that of 
non-disjunct ive, posit ive (possibly universally quant i 
fied) sentences—is easy to imagine. A l l that is necessary 
is to take the set of instances of the universal ly-quanti f ied 
formulae over the set of known indiv iduals and store the 
result as a col lection of posit ive, ground, atomic pred
icates (e.g., a relat ional database). However, we also 
intend to take in fo rmat ion tha t would appear suitable 
only for the K B , and use i t in v iv i f icat ion and /o r in con
junc t ion w i t h the V K B in query-answering. 

The architecture described above trades effort and 
space as knowledge is added to the system in favour of 
rapid query-answering. A l though there are fall-back po
sit ions tha t make v iv i f icat ion less demanding, some of 
which are discussed below and in [Borgida & Ether ing-
ton 1989], it is useful to ignore the cost of v iv i f icat ion 
at f irst, to make some of the under ly ing theoretical is
sues more apparent. Not ice, however, tha t v iv i f icat ion is 
not the same as comput ing al l consequences of the K B : 
only ground atomic consequences are developed. Fur
thermore, any ground consequences that can be obtained 
by database techniques (e.g., membership in defined re
lations) need not be computed. 

Dis junct ive and negative in fo rmat ion do not f i t read
ily into the database wor ld-v iew, and are major contr ib
utors to the complex i ty of logical reasoning. We address 
disjunct ion and negation piecemeal, d ist inguishing sev
eral different forms and t reat ing each differently. Above 
a l l , we strive to avoid reasoning by cases. We hypothe
size that commonsense reasoning achieves its efficiency, 
in part , by not re-sorting to case analysis, and we treat-
problems that absolutely require reasoning by cases as 
puzzle-mode problems. 

Perhaps the best way to discuss the various versions 
of v iv i f icat ion is to consider progressively weaker restric
tions on the forms of negative and disjunct ive in forma
t ion that can be viv i f ied, and consider how each new 

For example, when someone says, "Some of the chemists 
are beekeepers," they typically mean to imply that some of 
them are not [Johnson-Laird 1983]. 

Interestingly, mathematicians and computer scientists 
have independently studied "v iv id" representations of partial 
orders, where transitive relationships can be directly "read 
off" the representation (viz [Agrawal et al 1989]). 
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class of facts can be converted in to v i v id fo rm. 

4 .1 A S i m p l e Case 

The simplest extension beyond ground and universally-
quanti f ied atoms is to al low disjunct ions of the form 

(equivalently, s imple impl icat ions like 
those found in inheritance hierarchies). The v iv i f icat ion 
a lgor i thm treats these by asserting B(α) whenever A(α) 
is entered in to the V K B . The V K B is then queried as 
a normal relat ional database, w i t h negation determined 
by the closed-world assumption ( C W A ) [Reiter 1978]. 

For example, v iv i fy ing the K B , {M an(Socrates), 
Woman(Ophelia), Man(x) Mortal(x)}, re
sults in the V K B , {Man(Socrates), Woman(0phelia), 
Mortal(Socrates)}. The query Mortal(Socrates) is an
swered by lookup in the V K B , and returns 'Yes'. The 
query M ortal (Ophelia) fails in the V K B , so the C W A 
sanctions the answer 'No ' . 

The KB ' s considered so far correspond to definite 
databases, i.e., databases of clauses each containing ex
actly one posit ive l i teral . Reiter [1978] shows that the 
C W A is always consistent w i t h definite databases. We 
have proved that the answers returned by closed-world 
querying of the V K B are identical to those returned 
by closed-world querying of the or ig inal knowledge base 
under the "domain-closure assumpt ion" ( D C A ) [Reiter 
1978].7 

Because negative in fo rmat ion is not expl ic i t ly repre
sented in the v iv id K B , it is not necessary to consider 
the contraposit ive forms of the dis junct ive rules; any rule 
not instant iated by the v iv i f icat ion process w i l l be cor
rectly instant iated by the CWA dur ing query-answering. 
Th is ensures that the computat iona l complex i ty of the 
v iv i f icat ion process does not get out of hand. In par
t icular, it is not necessary to reason by cases, since the 
negative case can never be expl ic i t ly asserted in the K B . 
Any technology suitable for reasoning w i th monotonic 
semantic networks (e.g., [Thomason et al 1987]) can be 
used to v iv i fy the K B . Of course, the system described 
so far is not signif icant ly more useful than a monotonic 
semantic network. In the fo l lowing sections, we discuss 
extensions that move in the direct ion of a useful cora-
rnonsense reasoning system. 

4.2 A S l i g h t l y M o r e C o m p l i c a t e d Case 

The knowledge presented to a system sometimes con
tains bona fide alternatives and provides no means for 
deciding amongst them. It is sometimes possible to trade 
the given ambigu i ty for vagueness and thereby avoid 
d is junct ion. T h a t is, a l ist of al ternatives concerning 
an ind iv idua l can sometimes be replaced by a less-fine
grained, but atomic, descript ion tha t subsumes the al
ternatives. For example, if we are to ld only that Joe is 

6 To simplify the rest of our discussion of vivification, 
we restrict ourselves to monadic predicates. In some cases, 
this hides only messy details. In others, some details remain 
to be worked out. Readers are welcome to make whichever 
assumption their credulity allows. 

7 The DCA, which says that the individuals mentioned by 
the theory constitute the entire set of individuals, is used in 
database theory to facilitate handling quantified queries. 



52 or 53, we migh t represent the fact that Joe is in his 
early 50's. 

To subst i tute vagueness for ambigui ty , we assume that 
the given KB provides certain subsumpt ion in format ion. 
Th is may range f rom the extreme of a complete upper 
semilatt ice contain ing a subsuming predicate for every 
subset of the set of predicates (e.g., F ig . 3), through 
more natura l taxonomic hierarchies (e.g., F ig . 4), to the 
t r i v ia l case where everything is subsumed only by Tiling. 

Figure 4: Fragment of a subsumpt ion hierarchy. 

In the simplest case amenable to subst i tut ion, the 
given in fo rmat ion asserts tha t a part icular indiv idual is 
a member of one of n classes (i.e., has one of n prop
erties), w i thou t specifying which (e.g., Teacher(Joe) V 
Professor(Joe)). I f the in fo rmat ion available in the KB 
provides a class tha t subsumes al l the mentioned classes, 
v iv i f icat ion s imp ly asserts membership in the subsuming 
class, and discards the alternatives, thus obtaining an 
atomic fact tha t can be stored in the V K B (e.g., using 
F ig . 4, Instructor(Joe)). 

The price of th is subst i tu t ion depends on the density 

of the available subsumption in format ion. If the sub
sumption hierarchy is complete, no informat ion is lost: 
anything deducible f rom the KB wi l l follow f rom the 
V K B . In what we expect to be the more common case 
of a relatively sparse hierarchy, a certain amount of pre
cision may be lost. Exact ly how much wi l l depend on 
how "na tu ra l " the given disjunction is.8 Disjunctions 
that are useful for commonsense reasoning wi l l often be 
subsumed by predicates nearby in the hierarchy. Less 
natural disjunct ions—requir ing reasoning closer to puz
zle mode—would be subsumed only by much more gen
eral concepts—concepts that also subsume many other 
concepts not represented in the original disjunct ion. 

For example, th ink again of the hierarchy in Fig. 4. 
The informat ion that Joe is a professor or a doctor would 
be vivif ied by asserting Professional(Joe), al lowing the 
possibil ity that he is a teacher, a lecturer or a lawyer. 
Being told that he is a professor or a student would yield 
Adult(Joe), losing (among other things) the fact that he 
is not a visitor. Learning that Joe is a lawyer or a shark 
might give rise only to Thing(Joe). 

' "Unnatural" disjunctions do not slow vivi f icat ion 
down appreciably, but uselessly vague answers can be 
expected concerning the subjects of these disjunctions. 
This coincides wi th our intent ion that the v iv id reason
ing component should not be expected to handle puzzle-
mode problems well. 

We nave not said exactly how the V K B should han
dle negation in this extended representation scheme. In 
part icular, since the KB is no longer definite, it is in
appropriate simply to use the C W A , which may in
troduce inconsistency. For example, if Teacher(Joe)v 
Profeesor(Joe) is made v iv id by representing only 
Instructor (Joe), then the C W A would just i fy both 
-Teacher(Joc) and -Professor(Joe), since neither fol
lows f rom Instructor(Joe). 

8 We realize, of course, that "natural" is not a well-defined 
term. In this context, however, we can define a disjunction as 
natural if its elements are subsumed by a predicate nearby 
in the abstraction hierarchy. We can justify this name by 
begging the question: we assume that those responsible for 
building the KB will include nodes for natural disjunctions 
of concepts, and not for unnatural ones! 
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One solut ion is not to make the C W A at a l l ; then fa i l 
ure to f ind a fact in the V K B would s imply mean tha t 
the V K B d idn ' t know the fact to ho ld . Th is solut ion 
seems a b i t radical , however. Wh i le avoiding overcom
mi tmen t when given vague knowledge, i t prevents mak
ing the C W A even for things not even represented in the 
K B . Th is would make the V K B much less v i v id . For tu
nately, there is a less drastic solut ion. 

For K B s of the fo rm we are considering, the appropr i 
ate fo rm of the C W A is the Generalized C W A ( G C W A ) 
[Minker 1982], which is much l ike the C W A , except that 
i t avoids asserting the negation of terms involved in ir
reducible disjunct ions. I t turns out to be straightfor
ward to augment the representation mechanism used in 
the V K B to al low i t to dist inguish "unknown by v i r tue 
of no i n fo rma t i on " f rom "unknown by v i r tue of vague
ness". The C W A can then be appl ied in the extended 
representation to infer the negations of terms for which 
no in format ion is available. We have shown [Borgida &; 
Ether ington 1989] tha t this approach yields the same re
sults as the G C W A applied to the or ig inal K B , assuming 
a complete subsumpt ion hierarchy. A sparse hierarchy, 
of course, may result in weaker statements, due to the 
loss of precision in the construct ion of the V K B . 

The representation and a lgor i thms we have developed 
are par t icu lar ly at t ract ive because they have the prop
erty that their accuracy degrades gracefully as their effi
ciency improves, and does not degrade for unambiguous 
in fo rmat ion . Thus the retr ieval a lgor i thms are sound 
and complete in cases where the hierarchy is complete 
or where the given knowledge either is atomic or corre
sponds to concepts direct ly representable in the hierar
chy. In exchange for the loss of representational f idel i ty 
in other cases, we achieve signif icant performance i m 
provements: assuming the hierarchy has 0{p) predicates, 
where p is the number of p r im i t i ve predicates, query-
answering is sublinear in the number of facts to ld to the 
K B , and linear in the size of the query. Complete query-
answering, on the other hand, is at least 0{n log n) in 
the size of the query, and linear in the size of the K B . 
We can also achieve signif icant improvements in the com
plexity of te l l ing the KB facts: the NP-complete problem 
of convert ing inputs to conjunct ive normal form suitable 
for v iv i f icat ion can be approx imated, w i thou t addi t ional 
loss of in fo rmat ion , in po lynomia l t ime. 

4.3 A S t i l l M o r e C o m p l i c a t e d Case 

Another natural-seeming fo rm of d is junct ion involves al
ternat ion of the same predicate over more than one in
d iv idual , e.g., Teacher(Joe) V Teacher {Bill). We treat 
these using a technique s imi lar to tha t discussed in the 
previous section, abstract ing a set of indiv iduals to a 
type containing them. In this case, a d is junct ion is v iv
ified by int roducing a Skolem constant (a nul l value, in 
database terminology) to represent whichever ind iv idua l 
satisfies the predicat ion. We assert tha t the predicate 
holds of the nul l , and that the nul l is a member of the 
appropr iate type.9 As in the predicate case, the infor-

T h e same techniques can be appl ied d i rec t ly to 
range- l imi ted ex is tent ia l ly -quant i f ied statements, such as 

'eacher. Salary(x) > $40,000. 
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mat ion lost by v iv i f y ing th is way is propor t iona l to the 
density of the type hierarchy. The empir ica l question of 
whether there w i l l generally be types available tha t cover 
enough of the disjunct ions over smal l sets of indiv iduals 
(especially sets of two) that occur in commonsense rea
soning remains open. We can construct in tu i t i ve ly plau
sible arguments tha t there w i l l be no problem, but we 
have not yet compi led data. 

It is possible tha t the hierarchy w i l l be too sparse, 
in which case some combinat ion of the above technique 
w i t h another we are s tudy ing may be necessary. This 
second approach mainta ins a l ist of constraints on which 
indiv iduals may replace the nu l l . These constraints can 
be used in a variety of ways to provide answers of vary
ing detai l . In the l i m i t case, a general-purpose equality 
reasoner can be applied to recover a l l the in format ion 
inherent in the or ig inal problem statement. At the other 
extreme, it is possible to manipu la te a uni f icat ion al
gor i thm in such a way tha t it provides max imal ly op
t imis t ic or pessimistic views of the effects of the con
straints on answers to queries, while per forming only a 
f ract ion of the work necessary to determine the "correct" 
(max ima l l y in format ive) answer. Th is allows the system 
to quickly provide upper and lower bounds [Lipski 1979] 
on the answers to queries whi le avoiding the effort nec
essary to determine the max imal ly - in format ive answer. 

Aga in , the approximat ions (which are mot ivated by 
the structure imposed on the wor ld by the hierarchy) 
made in v iv i fy ing the KB result in gra t i fy ing perfor
mance gains like those discussed in the previous section, 
whi le retain ing soundness and completeness where pos
sible. In this case, the gains are even more significant, 
since the general query problem for the class of formu
lae treated here is NP-complete in the size of the query 
[ Imiel inski 1988]. Our a lgor i thms can approximate an
swers in po lynomia l t ime. 

4 .4 N e g a t i o n 

The major deficiency in the system as it stands is that 
i t provides no mechanism for expl ic i t ly te l l ing the V K B 
negative in fo rmat ion . For many appl icat ions, however, 
this is not a part icular prob lem, since the system has 
the G C W A to provide imp l i c i t negation. In fact, this 
is no less than is provided by many AI knowledge-
representation systems (e.g., P R O L O G ) . Occasionally, 
however, it would be useful to have expl ic i t negation. 
Whi le we are st i l l work ing out the details, i t appears 
to be simple to add capabil i t ies for representing sim
ple ground atomic negative facts, and perhaps un i formly 
negative ground disjunct ive facts like the un i fo rmly posi
t ive disjunct ions discussed above (e.g., -Teacher{Joe)V 
-Profcssor{Joe)). Such an extension would allow the 
system to dist inguish between "def ini te ly false", "false 
by the C W A " , and " u n k n o w n " , in some cases. 

4.5 L i f e i n t h e S p a c e / T i m e C o n t i n u u m 

In describing our v iv i f icat ion a lgo r i t hm, we have been 
profl igate w i t h the space and, to a lesser extent, t ime 
required to represent knowledge, in an effort to achieve 
op t ima l performance for query-answering. Depending on 
the avai labi l i ty of storage and the relat ive frequencies of 



update and query, i t may be desirable to retreat f rom the 
extreme posi t ion of a to ta l l y v i v id representation. Since 
the architecture of our hybr id system assumes that the 
or ig inal KB is available for the use of the problem solver, 
i t is not par t icu lar ly di f f icul t to beat this retreat. 

The hierarchies tha t we use are exception-free, and 
support efficient computa t ion . Provided certain conven
tions are fol lowed dur ing v iv i f icat ion (and update), i t 
is easy to e l iminate some of the worst space consump
t ion . In part icular , the transi t ive closure of the inheri
tance hierarchy need not be computed in advance, and 
the d is t inct ion between "unknown" and "assumed false" 
can be determined as required to answer queries, rather 
than expl ic i t ly stored. 

5 K n o w i n g , M o r e or Less? 

The techniques we have described for v iv i fy ing a KB re
sult in the system knowing less (at least no more) than 
it was to ld . Reasoning by cases is avoided by only rep
resenting versions of the input that can be made unam
biguous. Levesque [1986] suggests that people sometimes 
avoid the expense inherent in disjunct ive informat ion by 
s imply picking one disjunct. He argues that a tremen
dous amount of vague and ambiguous in format ion is pre
sented to an agent al l the t ime and it is often sufficient 
(or even necessary) to disambiguate it either arb i t rar i ly 
or according to some default principles, in effect coming 
to " know" more than was to ld . 1 0 

Research on default reasoning has concentrated on 
developing default theories that are epistemically ade
quate, but has ignored computa t iona l complexity. Con
versely, we are interested in using defaults to support fast 
v i v id problem solv ing—inc lud ing problems that could be 
solved more slowly w i thou t defaults and are centrally 
concerned w i t h processing the default rules quickly. 

To see how defaults m igh t be used in v iv i f icat ion, sup
pose a par t ia l descript ion of a room is input to an agent's 
K B . Some items are precisely specified (e.g., the coor
dinates of the door) , but others are missing (e.g., the 
w id th of the f i replace opening). Geometric-level vivif ica
t ion migh t f i l l in the missing in format ion wi th typical or 
random values. For instance, fireplaces are typical ly 30" 
wide, and the windows could be assigned random posi
t ions along the exterior walls. Final ly, suppose an agent 
is to ld tha t there is a stack of 24"- long firewood outside, 
and is instructed to bu i ld a fire in the fireplace. She can 
create a simple plan to carry some firewood indoors and 
place it in the fireplace because she has made the default 
assumption tha t the fireplace opening is larger than the 
wood. Lacking this belief, she would need to generate a 
condi t ional p lan: measure the fireplace; if it is less than 
24" , then cut the firewood into suitably-sized pieces. 

The u t i l i t y of defaults does not depend on a coord
inate-level view of the wor ld . For example, suppose an 
agent is d r i v ing a car when a t ire goes fiat. Her v iv id 
model of the car has a good inf lated t ire and a jack in 
the t runk . Th is belief, together w i t h the goal of replacing 
the flat t i re, generate the obvious plan: open the t runk, 

10 See [Etherington 1988] for a discussion of the pervasive
ness of default reasoning in intelligent behaviour. 

remove the spare t ire and jack, raise the car, and replace 
the flat t i re w i th the spare. She does not create a plan 
that considers the possibil i ty that there is no spare in the 
t runk and condit ional ly sends her off in search of one. 

V iv id reasoners never need to generate condit ional 
plans, or reason about the possible ways the world could 
be. The v iv id model forms the basis for a direct solution 
to the problem at hand. If the solution fails because the 
default assumptions are incorrect, then the v iv id model 
is revised: the blatant ly erroneous assumptions are re
placed by new observations, the KB is re-vivif ied, and 
problem-solving is repeated.11 

This use of defaults for v iv i f icat ion is closely related 
to the "qual i f icat ion problem" in planning [McCarthy 
1977]. In many domains the list of circumstances that 
would require different solutions to a planning problem 
is inf inite, so that it is impossible even in principle to 
solve the problem by reasoning by cases. 

We have begun the task of integrat ing defaults into 
a v iv id reasoner by analyzing the complexi ty of simple 
default systems. Selman and Kautz [1988] report our 
analysis of "model preference default rules", which en
force a simple preference relation over the space of mod
els of a theory (which corresponds to the space of v iv id 
models). Whi le finding a most-preferred model is, in 
general, NP-hard, one can be found in polynomial t ime 
if the preference rules are acyclic. Kautz and Selman 
[1989] extend this analysis to restricted versions of Re-
iter's default logic. It is almost always diff icult to de
termine whether a fact holds in any or al l "extensions , , 

(roughly, the v iv id models) of a theory. Fortunately, 
however, there is a broad class of theories for which one 
can find some extension in polynomial t ime. These re
sults show that while default reasoning can be surpris
ingly complex, there is strong hope for f inding tractable 
default vivi f icat ion algori thms for l imi ted cases. 

6 D i rec t ions for Fu tu re W o r k 

There are many open problems that we intend to ex
plore. Among these are questions about the effects of 
closed-world reasoning concerning the hierarchies. In 
particular, we are interested in provid ing mechanisms for 
indicat ing mutual exclusion and exhaustive part i t ions of 
classes. 

We ire also considering the effects of different assump
tions when v iv i fy ing existential ly-quantif ied formulae. 
Alternatives include assuming the existentially-specified 
indiv idual is none of those known to satisfy the specified 
properties (this corresponds to the Gricean assumption 
that, since there is no point in tel l ing someone some
th ing they already know, seemingly redundant inputs 
should be assumed to contain new in format ion) , com
pletely ignoring existential formulae entailed by what is 
known, and making domain-closure assumptions vis-a
vis existential quantifiers (assuming their referents are 
among the known individuals). We suspect that it may 
be necessary to allow knowledge sources to control such 

11 Obviously, there are situations in which the problem-
solver might choose a more conservative (and expensive) 
approach. 

Etherington, Borgida, Brachman and Kautz 1151 



aspects of v iv i f icat ion expl ic i t ly , presumably augmented 
by suitable default choices, much as relat ional database 
technology provides for a variety of kinds of null-values 
to express fine shades of in terpretat ion [Codd 1979]. 

7 Conc lus ions 

We have out l ined an architecture for a KR system that 
supports efficient t reatment of cornrnonsense reasoning 
problems. The essential idea is to use an array of tech
niques to t ransform in fo rmat ion about the wor ld , which 
may be incomplete, in to a v i v id representation in which 
inference approaches simple inspection of the represen
ta t ion . By t rad ing representational f idel i ty for speed, 
we are able to achieve at t ract ive performance in certain 
si tuat ions. In any case, the loss of accuracy can be mo
t ivated, predicted, and control led by decisions made as 
knowledge is presented to the system. 

A c k n o w l e d g e m e n t s 

We are grateful to Hector Levesque and Bar t Selman for 
their contr ibut ions to the work described here. 

References 

Agrawal , R., Borgida, A. , and Jagadish, I I . V. [1989], 
"Eff ic ient Management of Transi t ive Relationships 
in Large Da ta and Knowledge Bases", Proc. ACM-
SIGMOD-89, Por t land , OR, May 1989. 

Borgida, A. , and Ether ington, D. W. [1989], "Hierarch
ical Knowledge Bases and Tractable D is junc t ion" , 
Proc. First International Conference on Knowledge 
Representation and Reasoning, Toronto, Canada, 
May, 1989, 33-43. 

Borgida, A. , Brachman, R. J . , McGuinness, D. L., 
and Resnick, L. A. , "CLASSIC : A Structura l 
Da ta Model for Objects" , Proc. ACM-SIGMOD-89, 
Por t land, OR, May, 1989. 

Codd, E. F. [1979], "Ex tend ing the Database Relat ional 
Model to Capture More Mean ing" , ACM Trans, on 
Database Systems 4(4), December, 1979, 397-434. 

Ether ington, D. W. [1988], Reasoning with Incomplete 
Information, P i t m a n Research Notes in Ar t i f i c ia l 
Intell igence, P i t m a n (London ) /Mo rgan Kau fmann 
(Los Al tos) , 1988. 

Frisch, A. M. [1988], Knowledge Retrieval as Specialized 
Inference, Technical Report UIUCDCS-R-88-1404, 
Department of Computer Science, Univers i ty of I l l i 
nois at Urbana-Champaign, February, 1988. 

Grice, H. P. [1975], "Logic and Conversat ion" , in Syntax 
and Semantics, Vol 3: Speech Acts, Cole, P. and 
M organ, J. L. (eds.), Academic Press, 1975. 

Imie l insk i , T. [1988], " Incomplete Deduct ive Data
bases", submi t ted for publ icat ion, 1988. 

Johnson-Laird, P. N. [1983], Mental Models, Harvard 
Universi ty Press, Cambridge, M A , 1983. 

Kautz , H., and Selman, B. [1989], "Hard Problems for 
Simple Defau l t .Log ics" , Proc. First International 

1152 Cornrnonsense Reasoning 

Conference on Knowledge Representation and Rea
soning, Toronto, Canada, May, 1989, 189-197. 

Levesque, H. J. [1986], " M a k i n g Believers out of Com
puters" , Artificial Intelligence 30, October 1986, 
81-108. (Or ig ina l ly given as the "Computers and 
Though t " lecture at IJCAI-85. ) 

L ipsk i , W. Jr. [1979], " O n Semantic Issues Connected 
w i t h Incomplete In fo rmat ion Databases", ACM 
Trans, on Database Systems 4, 1979, 262-296. 

McCar thy , J. [1977], "Epistemological Problems of Ar
t i f ic ia l Intel l igence", Proc. Fifth International Joint 
Conf on Artificial Intelligence, Cambridge, M A , 
1977, 1038-1044. 

Minker, J. [1982], "On Indef ini te Databases and the 
Closed-World Assumpt ion" , Proc. Sixth Conf. on 
Automated Deduction, New York, June, 1982, 
Springer-Verlag, N Y . 

Patel-Schneider, P. F. [1984], "Smal l can be Beaut i fu l in 
Knowledge Representat ion", Proc. 1FFE Workshop 
on Principles of Knowledge-Based Systems, Denver, 
December, 1984, 11-16. 

Patel-Schneider, P. F. [1989], "A Four-Valued Seman
tics for Terminological Logics", Artificial Intelli
gence 38, 1989, 319-351. 

Reiter, R. [1978], " O n Closed-World Da ta Bases", in 
Gal la i re, H. and Minker , J. (eds), Logic and Data 
Bases, P lenum Press, 1978, 55-76. 

Reiter, R. [1984], "A Logical Reconstruct ion of Rela
t iona l Database Theory " , in Brodie, M. L., My -
lopoulos, J . , and Schmidt , J. W. (eds), On Con
ceptual Modelling, Springer-Verlag, 1984, 191-233. 

Selman, B. and Kautz , H. [1988], "The Complex i ty of 
Model-Preference Defaul t Theories", Proc. Cana
dian Soc. for Computational Studies of Intelligence-
88, Edmonton , A lber ta , June, 1988, 102-109. 

Thomason, R., Horty, J . , and Touretzky, D. [1987], 
"A Calculus for Inheri tance in Monotonic Seman
tic Nets" , in Methodologies for Intelligent Systems, 
Ras, Z. and Zemankova, M. , eds., Nor th-Ho l land, 
Amste rdam, 1987, 280-287. 


