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PANEL DISCUSSION 
UNDER WHAT CONDITIUNS CAN A MACHINE ATTRIBUTE MEANINGS TO SYMBOLS? 

Drew McDermott 
Yale Un ivers i t y 

1. In what sense do humans assign meanings to 
symbols? 

2. In what sense do humans th ink they assign 
meanings to symbois? 

3. Could machines assign meanings the way humans 
do? 

4. Could machines th ink of t he i r meaning-
assignments the way humans do? 

Many humans th ink that the f i r s t step in 
percept ion is sensat ion, and that la rger percepts 
are made of atomic sensat ions, we now know that it 
is not necessary to appeal to sensation to expla in 
percept ions. (You could a r b i t r a r i l y label the f i r s t 
events in percept ion "sensat ions" , but there is no 
compell ing reason t o . ) It looks now as if we could 
design a complete v i s i on system that had no 
i n t u i t i o n s whatever about "atomic f ee l i ngs " 
occurr ing ins ide i t . tony then do we th ink 
sensations play a ro le? How could we augment the 
v i s i on system so i t could th ink t h i s about i t s e l f ? 

S i m i l a r l y , we should expect in studying meaning 
(and other mental phenomena) to f i nd discrepancies 
between what a c t u a l l y happens and the way we 
perceive i t . One such discrepancy accompanies our 
overwhelming i n t u i t i o n that when we know that a 
symbol re fe rs to something, we are "connect ing" an 
abst rac t symbol to a concrete r e a l i t y . I don ' t j us t 
have a formal theory about an i n d i v i d u a l named 
Reagan; I know who t h i s name re fe rs t o . 

But when we bu i ld robots , there is nothing 
ins ide the robot to a c t u a l l y "connect" a symbol t o . 
In f a c t , the major i n t e l l e c t u a l achievement of 
computer science in western cu l tu re is to 
demonstrate that a device can manipulate symbols 
incor rec t ly " wi thout knowing what they mean. 
P r e v i l u s l y , m ind- theor is ts who t r i e d to bu i ld 
theor ies based on symbol manipulat ion kept 
stumbling over the homunculus required to 
understand the symbols being manipulated. 

Does t h i s mean that a robot does not succeed in 
r e f e r r i n g to the world at a l l ? No, as the fo l l ow ing 
sketch should demonstrate. 

A robot can be modelled as one or more formal 
systems, connected to the world by way of sensors 
and e f f e c t o r s . They w i l l be fo rmal , systems in 
that they operate by apply ing elementary operat ions 
to un in terpre ted symbol s t r u c t u r e s , de r i v ing new 

unin terpreted symbol s t r u c t u r e s . The sensors create 
the f i r s t symbol s t r uc tu res ; the e f fec to rs receive 
some of the i n fe r red symbol s t r uc tu res , and execute 
them as i n s t r u c t i o n s . 

This works because the formal system has an 
i n t e r p r e t a t i o n , which matches the rea l world 
c l o s e l y . I . e . there is an assignment of rea l -wor ld 
e n t i t i e s , p rope r t i es , and proposi t ions to the 
symbol s t ruc tures of the formal system, wi th the 
fo l l ow ing p rope r t i es : 

* Input soundness: the sensor apparatus is 
constructed so that the symbolic s t ruc tu res it 
constructs usual ly correspond (under the 
i n t e r p r e t a t i o n ) to actual s tates o f a f f a i r s ; that 
i s , they are usual ly t r u e . 

* I n f e r e n t i a l soundness: the formal system is 
constructed so that i t tends to i n f e r true 
symbolic s t ruc tu res from other t rue symbolic 
s t r u c t u r e s . 

* Output soundness: the e f fec to r apparatus is 
constructed so that it tends to perform the 
act ions that the i n t e r p r e t a t i o n assigns to the 
symbol s t ruc tures given to i t . 

For example, when a car is coming, the robo t ' s 
sensors put an expression (CAR-COMING) i n t o the 
formal system, which i n f e r s (SHOULD-DO (JUMP)), and 
sends (JUMP) to the e f f e c t o r s , which ac tua l l y 
causes a jump. 

having an i n t e r p r e t a t i o n , does not mean that 
the formal system has access to something, but that 
there ex is ts an i n t e r p r e t a t i o n in the mathematical 
sense. I t is f u t i l e to ask for more. I f the robot 
had access to a th ing purpor t ing to "conta in the 
meanings" of i t s symbols, then e i the r t h i s th ing 
would be j us t another formal system, and wouldn' t 
conta in the meanings a f t e r a l l ; or the robot would 
not be a Turing machine, but some more myst ica l 
e n t i t y . If we want to s t i c k w i th the formal robots 
that have revo lu t ion ized our th ink ing about the 
mind, we must place the i n t e r p r e t a t i o n s of t h e i r 
symbols outs ide t h e i r heads. 

So the i n t e r p r e t a t i o n can play no func t i ona l 
ro le in how the robot works. It is simply an 
a n a l y t i c a l t o o l , to exp la in how i t works. 

what if there is more than one i n t e r p r e t a t i o n 
of the formal system? Af ter a l l , any i n t e r e s t i n g 
system w i l l have an i n f i n i t e number of d i f f e r e n t 
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models. But most of them w i l l f a i l to s a t i s f y the 
three soundness cond i t i ons . There is an 
i n t e r p r e t a t i o n in which (CAR-COMING) means "Rice 
pudding present" , and (SHOULD-DO (JUMP)) means "My 
mother is standing on her head", but the sensors, 
e f f e c t o r s , and inference machinery do not work 
c o r r e c t l y under t h i s i n t e r p r e t a t i o n . 1 expect that 
fo r any robo t , there is a "standard sound 
i n t e r p r e t a t i o n " that does s a t i s f y the soundness 
condi t ions in our wor ld . Since these condi t ions are 
stated as engineering precepts ("component X 
usua l ly operates according to the i n t e r p r e t a t i o n " ) , 
there are probably l o t s of unimportant va r ian ts of 
the sound i n t e r p r e t a t i o n , but 1 w i l l ignore t h i s 
i ssue . 

1 have now answered my o r i g i n a l questions 1 and 
3, how meanings a c t u a l l y work. We must now ask how 
humans and robots might th ink about how they work, 
h i r s t , l e t me acknowledge that there is a mystery 
here about why humans have any opinion at a l l about 
whether they assign meanings to symbols. The answer 
might be that humans are j us t n a t u r a l l y 
i n q u i s i t i v e , and have opinions about every th ing , 
but perhaps there is some spec ia l reason to have 
opinions of ce r ta i n kinds about onese l f . 

The symbols people th ink they manipulate are 
not those in the robo t ' s formal system. When people 
t h i nk of symbols, they th ink of words, names, 
mathematics, and road s igns . Suppose a human, to be 
s p e c i f i c , Edwin Meese, is mediat ing on the meaning 
of "Reagan", he knows that t h i s symbol re fe rs to 
h is boss, person he sees o f t e n . He bel ieves he can 
th ink about Reagan any time he wants, and that t h i s 
name re fe rs to that person. 

The t r u t h is that fo r Meese to th ink about 
Reagan is for him to manipulate symbol s t ruc tu res 
that re fe r to Reagan in his standard sound 
i n t e r p r e t a t i o n . I r o n i c a l l y , fo r him to th ink about 
the name "Reagan" is to manipulate symbol 
s t ruc tu res in much the same way. (Since the name is 
a soc ia l object about which various th ings are 
known, e . g . , i t ' s pronounced d i f f e r e n t l y from the 
name of the Treasury Secretary . ) The idea that the 
one object re fe rs to the other is a t h i r d symbol 
s t r u c t u r e , used mainly by natural- language modules. 

my main t o p i c . ) I t t e l l s i t s e l f that to th ink about 
Reagan is to " d i r e c t l y apprehend" him. You can 
th ink about an object if you are "acquainted" wi th 
i t , i f you know "which object i t i s " . 

This is contrasted wi th another s i t u a t i o n we 
have a l l been i n , where we know someone (or 
something) by name on ly . Suppose someone has been 
marooned on a desert i s land for twenty years, and, 
having re tu rned, hears people blame someone named 
"Reagan" fo r a l l our t r oub les . Obviously, , th is is 
someone he ought to know about; he ought to know 
who the name re fe rs t o . Somehow, j us t knowing that 
Reagan is "the person everyone is blaming for our 
t roub les " is inadequate. Af ter f i nd ing several more 
f a c t s , and seeing Reagan on t e l e v i s i o n , he begins 
to fee l th t he is "knows who Reagan i s " , that he 
can th ink about him any time he wants. 

People fee l a sharp d i f fe rence between only 
knowing something's name and knowing the object 
d i r e c t l y . 1 th ink t h i s is an i l l u s i o n ; in r e a l i t y , 
one accumulates in format ion about an object 
g radua l l y . There is no well defined point at which 
one is " r e a l l y " acquainted wi th i t . The sharp 
f e e l i n g is akin to a sharp f e e l i n g of hunger; there 
is no q u a l i t a t i v e d i f fe rence between an empty 
stomach and a f u l l one, but i t fee ls l i k e there i s ; 
i f i t d i d n ' t , you wouldn' t work so hard at f i nd i ng 
food. In the case of acquaintance, you need a 
reason to work hard to gather i n fo rma t ion . 

whatever the source of t h i s f e e l i n g , i t leads 
to d i s b e l i e f that a l l knowing is mediated by a 
formal system. If a l l you have is symbols, then you 
a r e n ' t " r e a l l y " acquainted wi th anyth ing, and you 
don ' t " r e a l l y " understand anyth ing. In f a c t , the 
sketch 1 s ta r ted wi th explains qu i te s a t i s f a c t o r i l y 
how a purely formal system can nonetheless deal 
w i th the rea l wor ld , and, in a ce r ta in sense, have 
i t s symbols mean th ings in that wor ld . Being 
" d i r e c t l y connected", or "knowing what the symbols 
mean", plays no r o l e . 

This answers my second quest ion, How do people 
th ink they assign meanings to symbols? The fou r th 
ques t ion , how might we get machines to th ink about 
themselves t h i s way?, 1 w i l l leave unanswered. 

The mind conceals such fac ts about i t s e l f . ( I t 
is usua l ly p re t t y easy to see why, but that i s n ' t 


