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ABSTRACT 

A technique fo r incorpora t ing automatic 
t ransformat ions i n to processes such as the 
app l i ca t i on of inference r u l e s , subsumptlon, and 
demodulation provides a mechanism fo r improving 
search s t ra teg ies fo r theorem proving problems 
a r i s i n g from the f i e l d of program v e r i f i c a t i o n . 
The incorpora t ion of automatic t ransformat ions i n t o 
the inference process can a l t e r the aearch space 
for a given problem and is p a r t i c u l a r l y use fu l f o r 
problems having "broad" ra ther than "deep" p roo fs . 
The technique can a lso be used to permit the 
generat ion of inferences that might otherwise be 
blocked and to b u i l d some commutat lv l ty or 
a s s o c i a t i v i t y i n to the u n i f i c a t i o n process* 
Appropr iate choice of t ransformat ions and new 
l i t e r a l c lash ing and u n i f i c a t i o n a lgor i thms fo r 
apply ing them showed s i g n i f i c a n t improvement on 
several rea l problems according to several d i s t i n c t 
c r i t e r i a . 

INTRODUCTION 

1. U n i f i c a t i o n in the presence of an 
equat ional theory ( [ 1 ] , [ 4 ] , [ 5 ] , [ 1 0 ] , 
and [13] ) 

In t h i s paper we provide a technique fo r 
improving the proof search s t ra tegy fo r a 
p a r t i c u l a r c lass of problems, namely, those in 
which the concept of t ransformat ion of a l i t e r a l or 
term plays a large r o l e . The technique involves 
incorpora t ing automatic t ransformat ions In to the 
inference process by modify ing the e x i s t i n g 
u n i f i c a t i o n and c lashing a lgor i thms. 

In add i t i on to s i g n i f i c a n t l y reorder ing the 
proof search space fo r these problems, the 
incorpora t ion of automatic t ransformat ions al lows 
many des i rab le inferences that might otherwise be 
blocked ( e . g . , by demodulation or by order ing the 
arguments of equa l i t y l i t e r a l s in a canonical way). 

The automatic t ransformat ion concept presented 
in t h i s paper is app l icab le to any area that has 
" r e w r i t e " . r e l a t i o n s ( e . g . , commutat lv l ty , 
a s s o c i a t i v i t y , or o rder ing r e l a t i o n s ) . The new 
l i t e r a l c lash ing and expanded u n i f i c a t i o n 
algor i thms are p a r t i c u l a r l y e f f e c t i v e in areas that 
tend to have "broad" ra ther than "deep" p roo fs . 
Program v e r i f i c a t i o n is one such area. 

Various methods fo r bu i l d i ng a theory i n t o an 
automated theorem proving system have been 
considered in the l i t e r a t u r e . Most f a l l i n t o one 
or more of three loosely def ined approaches: 

* This work was supported by the Appl ied Mathe
mat ica l Sciences Research Program (KC-04-02) of the 
O f f i ce of Energy Research of the U.S. Department of 
Energy under Contract W~31-iOt-Eng~38. 

S i m p l i f i c a t i o n w i t h complete 
reduct ions ( [ 2 ] , [3] and [ 4 ] ) 
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3 . Special ru les o f inference ( [ 6 ] , [ 7 ] , [ 8 ] , 
[11] and [15 ] ) 

The technique presented in t h i s paper al lows 
some theory to be b u i l t i n t o the inference process 
but d i f f e r s s i g n i f i c a n t l y from the above three 
approaches. Unl ike the f i r s t approach, our 
technique does not attempt to f i nd the f u l l set of 
u n i f i e r s when used In the context of a u n i f i c a t i o n 
a lgo r i t hm. Unl ike the second approach, the 
t ransformat ion concept can apply to predicates and 
l i t e r a l s as we l l as to terms and is not o r ien ted 
towards complete sets of reduct ions (which, in 
f a c t , do not always e x i s t ) . And un l ike the t h i r d 
approach, the process is guided by the user ' s 
choice o f e l i g i b l e t rans format ions . 

We fee l that i t is important to r e i t e r a t e our 
perspect ive and point of v iew. Complete methods 
( e . g . , uni form s t ra teg ies and complete sets of 
reduct ions) have many I n t e r e s t i n g t h e o r e t i c a l 
p rope r t i es . Unfor tunate ly , 15 years of experience 
has shown that such methods do not y i e l d usefu l 
theorem provers by themselves. In order to 
a c t u a l l y prove theorems, i t i s necessary to inc lude 
many h e u r i s t i c s that not only make the program 
Incomplete, but o f ten make it too complex even to 
analyze. We fee l that the technique presented in 
t h i s paper Is important and usefu l in sp i te of the 
lack of completeness. Although we do prove some 
resu l t s about the opera t iona l cha rac te r i s t i c s of 
our proposals, we are not over ly concerned about 
proper t ies such as conf luence, completeness, or 
m in ima l i t y of the var ious expanded versions of our 
a lgor i thms. 

This pai er is d iv ided i n to f i v e sec t ions . 
Sect ion I I discusses the mot iva t ion fo r Inc lud ing 
automatic t ransformat ions in the Inference process. 
Section I I I presents the new l i t e r a l c lashing and 
u n i f i c a t i o n a lgor i thms. Sect ion IV evaluates tes t 
resu l t s from the new a lgor i thms. F i n a l l y , Sect ion 
V summarises our ideas and suggests areas requ i r i ng 
f u r t he r i n v e s t i g a t i o n . 

It is assumed that the reader has some basic 
knowledge of l o g i c , automated theorem proving and 
program v e r i f i c a t i o n . I n p a r t i c u l a r , f a m i l i a r i t y 
w i th the concepts of subsumptlon and demodulation 
and w i t h the inference ru les reso lu t i on and 
paramodulatlon is assumed. 
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I I . MOTIVATION 

In t h i s sect ion we motivate our technique. 
Subsection A discusses the nature of program 
v e r i f i c a t i o n p roo fs , and Subsection B discusses 
b u i l t - i n Incompleteness. 

A. Nature of Program V e r i f i c a t i o n Proofs 

Program v e r i f i c a t i o n proofs o f ten have a 
p o t e n t i a l l y usefu l property w i th respect to the 
graph that represents the search space. A proof 
o f ten ex i s t s that is "broad" rather than "deep." 
That i s , the las t step is a hyper-resolvent of 
clauses CI through Cn, where each Ci is der ivable 
from the Input clauses w i th a r e l a t i v e l y low l eve l 
deduct ion. Fur ther , many of the CI d i f f e r from 
t h e i r parents only in the form or sign of a l i t e r a l 
or term. For example, a l i t e r a l LT(A,B) in an 
input clause may have to be transformed in to 
~LT(B,A) before i t w i l l clash wi th the den ia l o f 
the theorem. This t ransformat ion is cu r ren t l y 
accomplished by reso lv ing w i th one of the many 
clauses that give the proper t ies of LT, EQUAL, GT, 
e t c . Unfor tunate ly , these axioms produce huge 
numbers of other resolvents at the same leve ls as 
the C i . These clauses and t h e i r descendants o f ten 
s i g n i f i c a n t l y delay progress to a proof . 

We propose to Incorporate ce r ta i n re la t i ons 
(such as LT(X,Y) <—> ~LT(Y,X) and commutativity of 
a func t ion ) i n t o the l i t e r a l c lashing and 
u n i f i c a t i o n processes. The re la t ions w i l l behave 
l i k e l i t e r a l and term transformations in t h i s 
contex t . 

The new algor i thms have two d i s t i n c t e f f e c t s : 

1. More general clauses are generated sooner by 
a l lowing the reso lu t i on of more l i t e r a l s . The 
e a r l i e r generat ion of more general clauses can 
have a s i g n i f i c a n t e f f ec t on a proof search by 
prevent ing the generat ion of many less general 
clauses and t h e i r corresponding descendants. 

2. Certa in clauses that previously were at a high 
l eve l in the graph that represents the search 
space may now have a r e l a t i v e l y low l e v e l . 
Because many of the clauses that are required 
in the proof may be generated at a lower l eve l 
than before , s t ra teg ies that are or iented 
towards breadth f i r s t search may be more 
e f f e c t i v e than they were wi thout the automatic 
t ransformat ion process. 

Note that the a lgor i thm w i l l not prevent the 
generat ion of what would have been the intermediate 
clauses to inferences made wi th the new a lgor i thm; 
i t only reorders the search space, e f f e c t i v e l y 
de lay ing the generat ion of these clauses. The 
delay of these clauses u n t i l a f t e r a proof has been 
found is more l i k e l y when the proof is broad rather 
than deep. For t h i s reason, the a lgor i thm is 
p a r t i c u l a r l y we l l su i ted for app l i ca t i on to program 
v e r i f i c a t i o n problems. 

B. B u i l t - i n Incompleteness 

Bu i ld ing automatic t ransformations i n to a 
theorem proving system can help undo some of the 
Incompleteness caused by other very usefu l 
s t ra teg ies such as demodulation (when the 
demodulator set is not a complete reduct ion set) 
and order ing of terms in equa l i t y l i t e r a l s . 

Although our experience shows that 
demodulation is v i r t u a l l y necessary for theorem 
provers, i t I s ra re l y p r a c t i c a l to attempt to f i n d 
a complete reduct ion system for every new problem. 
Therefore, demodulating clauses can block necessary 
deduct ions. For example, If EQUAL(G(A),G(B)) were 
a demodulator and P(F(A,G(A))) were generated, it 
would be changed to P(F(A,G(B))) and would not 
c lash w i th the clause ~P(F(X,G(X))) . 

It has been found extremely usefu l in p rac t i ce 
to keep every equa l i t y l i t e r a l , EQUAL(T1,T}), in a 
s ing le canonical form, e i t he r EQUAL(T1,T2) or 
EQUAL(T2,T1) but not bo th . ( L i t e r a l s of the form 
~EQUAL(T1,T2) are handled the same way). This 
prac t ice can s i g n i f i c a n t l y reduce the size of the 
clause space but can, In genera l , lead to 
incompleteness in a way s im i l a r to that caused by 
demodulation. 

The new algor i thms presented in t h i s paper 
overcome both of these problems, at least to some 
ex ten t . 

I I I . AUTOMATIC TRANSFORMATIONS 

A t ransformat ion is an operat ion performed on 
a l i t e r a l or term. We study two types of 
t ransformat ions: l i t e r a l t ransformat ions, which 
correspond to reso lu t ions w i th clauses conta in ing 
exact ly two l i t e r a l s , and term t ransformat ions, 
which correspond to demodulation w i th equa l i t y 
u n i t s . The d i f fe rence between the t ransformat ion 
process and the usual app l i ca t ions of the inference 
ru les is that t ransformat ions are appl ied 
automat ica l ly dur ing the c lashing and u n i f i c a t i o n 
processes when the b lock ing proper t ies of other 
operat ions such as demodulation and equa l i t y 
order ing are not in e f f e c t . Because each automatic 
t ransformat ion corresponds to a v a l i d l o g i c a l 
opera t ion , the new c lashing and u n i f i c a t i o n 
operat ions are also v a l i d in ferences. 

We w i l l present the new l i t e r a l c lashing and 
u n i f i c a t i o n a lgor i thms and comment on c o n t r o l l i n g 
t h e i r use. We assume that the reader is f a m i l i a r 
w i th the standard terminology, Inc lud ing ground 
term, composite term, major func t ion symbol, se t , 
bag, and WFF ( l i t e r a l or term) . 

D e f i n i t i o n 1. A ground subterm of a term, T, is 
maximal in T If i t is not the subterm of any ground 
term other than i t s e l f . 

D e f i n i t i o n 2. COM(WFF) • number of maximal ground 
subterms in WFF plus the number of composite 
subterms ( i nc lud ing the term i t s e l f ) that are not 
ground. Note that In t h i s measure of the 
complexity of a WFF each maximal ground term counts 
as one i tem, namely, the s ing le domain element that 
the term names. 

Examples: 

COM(F(X,J(Y,X))) - 0 + 2 - 2 
C0M(F(X,J(Y,A))) - 1 ^ - 2 - 3 
C0M(F(X,J(A,B))) - 1 + 1 - 2 
C0M(F(A,J(B,C))) - 1 + 0 • 1 

Note that the las t example Is the least complex in 
the above sense because it names a s ingle constant 
element of the re levant domain. 

D e f i n i t i o n 3. Two l i t e r a l s , LI and L2, pre-c laah 
if they have the same major func t ion symbol and are 
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opposite in s i g n . Note tha t two l i t e r a l s c lash 
( reso lve) i f they pre-c lash and t h e i r atoms un i f y * 

We also impose several r e s t r i c t i o n s as 
fo l l ows : 

D e f i n i t i o n 4 . A l i s t o f clauses i s f u l l y clashed 
if every reso lven t , C3t of clauses CI and c2 on tne 
l i s t is e i t he r already on the l i s t or is subsumed 
by a clause on the l i s t . 

D e f i n i t i o n 5 . A l i s t o f clauses i s f u l l y 
paramodulated if every paramodulant, C3, of clauses 
C1 and C2 on the l i s t is e i t he r already on the l i s t 
or Is subsumed by a clause on the l i s t . 

D e f i n i t i o n 6 . A l i t e r a l (or te rm) , T , i s 
transformable by a l i s t of t ransformat ions i f there 
ex i s t s at least one t rans fo rmat ion , T r , on the l i s t 
such that Tr(T) = T. 

A. L i t e r a l Clashing Algor i thm 

The basic step of r eso lu t i on is the c lash ing 
of l i t e r a l s . The usual not ion is that two l i t e r a l s 
c lash ( reso lve) i f they are opposite in s ign and 
have a common ins tance. The new not ion is that two 
l i t e r a l s claah i f there are transformed versions of 
the l i t e r a l s that c lash in the usual sense. 

The s p i r i t of the new concept is to automate 
the "obvious** t ransformat ions by incorpora t ing them 
i n t o the l i t e r a l c lash ing process. The "obvious** 
t ransformat ions would include re la t i one that are in 
some sense rewr i t e ru les such as LT(X,Y) —> 
~LT(Y,X), where LT represents the " less than" 
r e l a t i o n . The a l lowable t ransformat ions have a 
very r e s t r i c t e d form which we descr ibe below. 
These r e s t r i c t i o n s are h e u r i s t i c in nature and 
r e s u l t in a more e f f i c i e n t and e f f e c t i v e theorem 
prover than would otherwise be poss ib le . We 
d i s t i n g u i s h these r e s t r i c t e d t ransformat ions from 
t ransformat ions that have more deduct ive power, 
such as LT(X,Y) —> LT(X,S(Y)) , where S(X) stands 
fo r the successor of X. The d i s t i n c t i o n is 
in formal and c l e a r l y subject to i n t e r p r e t a t i o n . 

A l i t e r a l t ransforming clause ( t rans fo rmat ion) 
is a clause w i t h exac t ly two l i t e r a l s , LI and L2 . 
The mechanism fo r apply ing these t ransformat ions is 
r e s o l u t i o n . Note tha t each such clause in f ac t 
represents two t rans format ions , - L I —> L2 and H-2 
—> L I . 

To be of any va lue , a t ransformat ion clause 
c l e a r l y must be deduclble from the clause space 
represent ing the problem to be so lved. We assume 
that t h i s proper ty i s s a t i s f i e d i n a l l f u r t h e r 
discussions of t rans fo rmat ions . 

For ease and e f f i c i e n c y we use two d i s t i n c t 
l i s t s o f t ranaformat ions : 

LCLASHl - those that change s ign and/or major 
f unc t i on symbol 

LCLASH2 - those that permute arguments 

R e s t r i c t i n g the set of t ransformat ions that can 
f i r s t be app l ied to those tha t change s ign and/or 
predicate symbol of a l i t e r a l provides an e f f i c i e n t 
sieve fo r l i t e r a l s tha t are not c lashab le . That 
I s , no attempt w i l l ever be made to un i f y the atoms 
of two l i t e r a l s unless they have transformed 
versions tha t p re -c lash . Although having a s ing le 
f u l l y clashed l i s t o f t ransformat ions would lend 
I t s e l f to a very simple a lgor i thm fo r apply ing the 
t rans format ions , we f e e l tha t the t r ade -o f f between 
the computat ional e f f i c i e n c y of having two H a t s 
and the simple o rgan isa t ion of the a lgor i thm 
j u s t i f i e s having the two l i s t s . 

1. In apply ing t ransformat ion LI L2 to a 
l i t e r a l L, no subs t i t u t i ons may be made 
to L I t s e l f . 

2. LI and L2 contain exact ly the same set of 
va r i ab les . 

3. The major func t ion symbols of LI and L2 
have exact ly the same number of 
arguments. 

4. COM(Ll) - C0M(L2) 

5. LCLASH2 is f u l l y c lashed. A lso , the 
union of LCLASHl and LCLASH2 is f u l l y 
clashed subject to the q u a l i f i c a t i o n s : 

a. Tautologies generated by reso lv ing 
clauses in LCLASHl need not be added. 

b. A f te r the union of l i s t s LCLASHl and 
LCLASH2 is f u l l y c lashed, consider the 
set of a l l t rans format ions , LI L2, on 
LCLASHl such that exact ly one of the 
l i t e r a l s , L I or L2, Is transformable 
by LCLASH2. If there are two 
t ransformat ions in t h i s subset that 
d i f f e r only by a s ing le a p p l i c a t i o n of 
a t ransformat ion in LCLASH2 ( t ha t i s , 
the clauses are permutation var ian ts 
of each other where the permutat ion is 
an e l i g i b l e t rans fo rmat ion ) , then only 
one of the t ransformat ions need be 
kept on LCLASHl. Keeping a l l such 
permutat ion var ian ts w i l l not a f f e c t 
the resu l t s of the a lgor i thm but might 
cause some unnecessary dup l i ca t i on of 
work. 

Although om i t t i ng the q u a l i f i c a t i o n to 
r e s t r i c t i o n 5 would r esu l t In l i s t s w i th n ice 
t h e o r e t i c a l p roper t ies (see Lemma 1 below), removal 
of redundant and I n e f f e c t i v e t ransformat ions is 
cons is tent w i th the goal of keeping the set of 
app l icab le t ransformat ions sma l l . 

Note, too , that r e s t r i c t i o n 5 is not 
p r o h i b i t i v e i f the number of clauses Involved is 
sma l l . In p a r t i c u l a r , note that the r e s u l t i n g set 
w i l l be f i n i t e because of the r e s t r i c t i o n s placed 
on the complexi ty of the t ransformat ions ( f o r 
example, -P(X) P(F(X)) is not a l lowed) . 

A t ransformat ion (set of t ransformat ions) is 
not e l i g i b l e I f i t i n d i r e c t l y v i o l a t es the above 
r e s t r i c t i o n s , even i f the t ransformat ion clause 
I t s e l f Is e l i g i b l e . For example, the pa i r of 
t rans format ion clauses --Q(A) R(A) and - * ( A ) Q(B) 
would not be e l i g i b l e because the f u l l y clashed 
proper ty would requ i re the t ransformat ion clause 
-*Q(A) Q(B) to be present. This t ransformat ion 
clause Is not e l i g i b l e because I t does not 
correspond to a t ransformat ion that changes s ign 
and/or predicate symbol ( f o r LCLASHl) or to a 
t ransformat ion that permutes arguments of a l i t e r a l 
( f o r LCLASH2). 

Most of the r e s t r i c t i o n s above put l i m i t s on 
the set of t ransformat ions and the way they can 
app ly . A few however, l i k e the f u l l y clashed 
p rope r t i es , make the operat ion of the a lgor i thm 
simple and e f f i c i e n t in that at most two 
t ransformat ion steps w i l l be requi red on any 
l i t e r a l , one from LCLASHl and one from LCLASH2. 
Although these r e s t r i c t i o n s may seem to make the 
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set of t ransformat ions on l i s t s LCLASH1 and LCLASH2 
very compl icated, most of the r e s t r i c t i o n s are 
necessary only to cover spec ia l cases that w i l l not 
commonly a r i se in p rac t i ce . On one set of rea l 
problems that was tested (see Section I V ) , the 
e n t i r e set of t ransformat ions consisted of the 
f o l l o w i n g : 

~LT(X,Y) ~LT(Y,X) 

-LT(X,Y) -EQUAL(X.Y) 

~LT(X,NUM1) -IB(CC.X) 

HLT(CN.X) ~IB(CC,X) 

HEQUAL(X,Y) EQUAL(Y,X) 

HBQUALARR(X,Y) EQUALARR(Y,X) 

These clauses were formulated under an 
i n t e r p r e t a t i o n in which IB(X,Y) represents the fac t 
that index Y is in bounds for array X; CC is an 
ar ray ; NUM1 and CN are Integer constants; and 
EQUALARR represents equa l i t y between ar rays. 

The fo l l ow ing lemmas and theorems help 
motivate an a lgor i thm that e f f e c t i v e l y makes use of 
the l i s t s of t ransformat ion clauses defined above. 
The two theorems i l l u s t r a t e the t rade-o f f between 
techniques that can be shown to have nice 
t h e o r e t i c a l p roper t ies and those that are useful in 
p rac t i ce . Theorem 1 character izes the l i t e r a l 
c lash ing proper t ies of the l i s t s iXLASHl and 
LCLASH2 when transformat ions can be appl ied without 
a s u b s t i t u t i o n r e s t r i c t i o n ( e . g . , r e s t r i c t i o n 1 
above). Theorem 2 character izes the t ransformat ion 
proper t ies of the l i s t s when the s u b s t i t u t i o n 
r e s t r i c t i o n i s I n e f f e c t . 

Note that the i d e n t i t y t ransformat ion 
(represented by tau to log ies) is i m p l i c i t l y (but not 
e x p l i c i t l y ) in every set of t ransformations 
(c lauses) . That i s , whi le the reference to the 
existence of a t ransformat ion w i th ce r ta in 
proper t ies includes the p o s s i b i l i t y of the i d e n t i t y 
t rans fo rmat ion , the reference to l i t e r a l s that are 
transformable by a ce r ta i n set does not . 

No ta t ion : 

C I— c if clause c is deducible from clause 
space C w i th ordinary reso lu t ion 
(wi thout a s u b s t i t u t i o n 
r e s t r i c t i o n ) . 

a |—> b w i th respect to a set of clauses C if 
un i t clause b is deducible from 
un i t clause a w i th a s ing le 
ordinary reso lu t ion step. 

Lemma 1. Let a and b be l i t e r a l s t reated as un i t 
c lauses. Let C be a set of t ransformat ion clauses 
(exac t l y two l i t e r a l s ) that i s f u l l y c lashed. I f 
the conjunct ion of b and C is s a t l s f l a b l e , but the 
conjunct ion of a, b, and C is u n s a t l s f i a b l e , then a 
I—> ~b' w i th respect to C, where b and ~b' c lash . 

Proof . Because a must c l ea r l y pa r t i c i pa te in the 
de r i va t i on of the empty c lause, the f u l l y clashed 
property impl ies that if a and C I b ' , where b 
and - b ' c lash , then a I—> M>'. The lemma then 
fo l lows from Coro l lary 3 on page 539 of [ 9 ] . 

Let C above be pa r t i t i oned in to two se ts , CI 
and C2, such that CI consists of those clauses 
which (when thought of as t ransformat ions) change 
sign and/or predicate symbol, and C2 those clauses 

that remain. Now replace CI w i t h C I ' which ' i s 
constructed from CI as fo l l ows : For each clause in 
C I , add the clause to C I ' unless i t is the 
resolvent of a clause In C2 and a clause already in 
C I 1 and exact ly one of i t s l i t e r a l s is 
transformable by C2. In other words, the omit ted 
clauses are clauses that can be der ived by apply ing 
a t ransformat ion from C2 to one of the l i t e r a l s of 
a t ransformat ion clause In C I ' . 

Note that C I ' may not be uniquely determined 
by C I . The order that the clauses are inspected 
may determine which clauses in CI are omitted from 
C I ' . This has no bearing on the lemmas and 
theorems that f o l l o w . 

Lemma 2. Let a l , a2, . . . an be un i t clauses such 
TTial ST* |—> a2 |—> . . . |— > an w i th respect to 
C I ' and C2. At least one of the fo l l ow ing must 
ho ld : 

(1) There ex i s t s a un i t c lause, b, such that al 
I—> b w i th respect to C I ' and b |—> an 
w i t h respect to C2. 

(2) There ex is t s a un i t c lause, b, such that al 
I—> b w i th respect to C2 and b I—> an 
w i th respect t o C I ' . 

Proof . Because C is f u l l y c lashed, al I—> an w i th 
respect to C. Let c be the clause in C that 
resolves w i th a l to produce an. I f c is in e i t he r 
C2 or C I ' , then there is nothing to show because 
the i d e n t i t y t ransformat ion I s i m p l i c i t l y i n C I ' (b 
- a l ) and C2 (b - an) . I f c i s not i n C2 or C I ' 
then it must be the resolvent of a clause in C I ' 
w i th a clause in C2, and the lemma fo l l ows . 

Lemma 3. Let a l , a2, . . . an be as in Lemma 2. If 
"ail Is transformable by C2, then outcome (1) of 
Lemma 2 ho lds . 

Proof. Because C is f u l l y clashed and CI and C2 
p a r t i t i o n C, i t fo l lows that a l |—> an w i th 
respect to e i t he r CI or C2. If al and an have the 
same sign and predicate symbol, then al I—> an 
wi th respect to C2. In t h i s case both (1) and (2) 
of Lemma 2 hold because the relevant t ransformat ion 
from C I ' is the i d e n t i t y t rans format ion . 

I f al and an d i f f e r in s ign and/or predicate 
symbol, then al I—> an w i th respect to C I . I f 
both al and an can c lash against clauses in C2, 
then al I—> an w i t h respect to C I ' because C I ' 
contains a l l clauses from CI In which both l i t e r a l s 
are transformable by C2. In t h i s case, both (1) 
and (2) hold as the re levant clause from C2 is the 
i d e n t i t y t rans fo rmat ion . I f a l cannot clash 
against any clauses in C2, then (2) cannot hold 
unless the relevant clause from C2 is the i d e n t i t y 
t ransformat ion. The fac t that outcome (1) must 
hold then fo l lows from Lemma 2. 

F i r s t , assume that the t ransformat ion process 
uses ord inary r e s o l u t i o n . That i s , s u b s t i t u t i o n is 
not r e s t r i c t e d to the t ransformat ion c lauses. 

Theorem 1. Consider the conjunct ion of the clauses 
Tn LCLASH1, the clauses in LCLASH2, and two 
l i t e r a l s , LITERALA and LITERALB as un i t c lauses. 
I f the r e s u l t i n g clause space Is unsa t l s f l ab le but 
is s a t l s f l a b l e wi thout e i the r o f the two l i t e r a l s , 
then there ex i s t s a t ransformat ion, T r l , from 
LCLASH1 and a t rans format ion , Tr2, from LCLASH2 
such that e i t he r Tr2(Trl(LITERALA)) clashes w i th 
LITERALB or Tr2(Trl(LITERALB)) clashes w i th 
LITERALA. In p a r t i c u l a r , the fo l l ow ing hold t r u e : 
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(1 ) If LITERAL* is t ransformable by LCLASH2, 
then there ex i s t T r l and Tr2 such that 
Tr2(Trl(LITERALS)) clashes w i th LITERALA. 

(2) If LITERALB is transformable by LCLASH2, 
then there e x i s t T r l and Tr2 such that 
Tr2(Trl(LITERALA)) clashes w i th LITERALB. 

(3) If ne i the r LITERALA nor LITERALB is 
transformable by LCLASH2, then there ex i s t T r l and 
Tr2 such that Tr2(Trl(LITERALB)) clashes w i th 
LITERALA. 

Proof . Recal l that LCLASHl consis ts only of 
t ransformat ions that change sign and/or predicate 
symbol and that LCLASH2 consis ts only of 
t ransformat ions that permute arguments of a 
l i t e r a l . Recal l a lso that LCLASH2 is f u l l y 
c lashed, and that the conjunct ion of the two l i s t s 
is f u l l y clashed up to de le t i on of tau to log ies and 
clauses that can be der ived by the reso lu t i on of a 
clause on LCLASHl w i t h a clause on LCLASH2. 

Because the clause space is u n s a t l s f l a b l e , 
there must e x i s t a sequence of u n i t ( s i ng le 
l i t e r a l ) clauses aO, a l , . . . an such that LITERALB 
- aO |— > al |— > a2 |— > . . . |— > an - M-ITERALA* 
where -LITERALA' and LITERALA clash (see [ 9 ] ) . 
S i m i l a r l y , there must ex i s t a sequence of un i t 
clauses bO, b l t . . . bm such that LITERALA - bO | - - > 
bl I— > b2 I— > . . . I—> bm - -LITERALB' where 
-LITERALB' and LITERALB c l a s h . 

The f i r s t two par ts of the theorem fo l l ow 
immediately from Lemma 2 and Lemma 3. The t h i r d 
part fo l lows from Lemma 2 and the observat ion that 
outcome (1) of Lemma 2 must hold when al of Lemma 2 
is not t ransformable by C2. 

Now, consider the t ransformat ion process as 
def ined o r i g i n a l l y . That i s , s u b s t i t u t i o n is now 
allowed only i n t o the t ransformat ion clauses 
themselves. 

No ta t ion : 

Let a and b be l i t e r a l s . 

a —> b if there ex i s t s a t ransformat ion Tr on 
e i t he r LCLASHl or LCLASH2 such that 
Tr (a) - b. 

a - l - > b (a -2 -> b) i f there ex i s t s a 
t ransformat ion Tr on LCLASHl 
(LCLASH2) such that Tr (a) - b. 

a - ( k ) - > b i f there ex i s t s a l , a2, . . . ak such 
that a —> al —> «2 —> . . . —> ak 
- b. ( I f k - 0 then a - b.) 

a - ( * ) - > b if a - ( k ) - > b f o r some k >_ 0. 

Lemma 4. a - l - > b i f and only i f -b 
( s i m i l a r l y fo r LCLASH2). 

■l -> 

Proof , a - l - > b i f and only i f there ex i s t s a 
t ransformat ion c lause, LI L2, and a s u b s t i t u t i o n , 
S, such that L1(S) - -a and L2(S) - b (because 
subs t i t u t i ons are allowed only i n t o the 
t ransformat ion c lauses) . 

Theorem 2. a - ( * ) - > b impl ies that there ex i s t s a' 
"sucE ETiaT e i t h e r a - l - > a' -2-> b or -b - l - > a' 
-2-> - a . 

Proof . This proof fo l lows from Lemma 2 and Lemma 4 
where al and an in Lemma 2 are thought of as ground 
l i t e r a l s (so no subs t i t u t i ons are poss ib l e ) . 

Theorem 1 and Theorem 2 imply tha t although it 
is s u f f i c i e n t to transform only one l i t e r a l when 
at tempt ing to c lash two l i t e r a l s w i th 
t ransformat ions, it may be necessary to choose the 
appropr iate l i t e r a l to t ransform. Theorem 1 , in 
e f f e c t , says that wi thout the s u b s t i t u t i o n 
r e s t r i c t i o n the choice is based on a simple 
inspect ion of the t ransformat ions on LCLASH2. 
Theorem 2, which re fe rs only to the t ransformat ion 
process I t s e l f and not to the under ly ing goal of 
c lashing l i t e r a l s , gives no in format ion about 
making the cho ice. 

This d i f f i c u l t y can be overcome in a program 
by at tempt ing t ransformat ions in both d i r e c t i o n s . 
A l t e r n a t i v e l y , a program might attempt to analyse 
the two l i t e r a l s and the set of t rans format ions . 
In our program, however, we have found it adequate 
to choose, by simple inspect ion as above, one 
l i t e r a l t o t ransform. 

a lgor i thm 

The a lgor i thm used in our program is as 
fo l l ows : Let LITERAL1 and LITERAL2 be the l i t e r a l s 
to c l ash . 

STEP 1: Choose which l i t e r a l to t ransform. 

If LITERAL2 is transformable by 
LCLASH2, then transform LITERAL1, else 
transform LITERAL2. 

Let LITERALB be the l i t e r a l chosen to 
be transformed, and l e t LITERALA be the 
l i t e r a l that remains unchanged. 

STEP 2: Find a t ransformat ion from LCLASHl to 
apply to LITERALB to make it pre-c lash 
w i th LITERALA. 

STEP 3: For each pre-c lashable p a i r , f i n d a 
t ransformat ion on LCLASH2 that makes 
the l i t e r a l s u n i f i a b l e . 

In our program, we ha l t when the f i r s t c lash 
is found rather than f i nd i ng a l l possible c lashes. 
I t fo l lows that the completeness property is 
s a c r i f i c e d unless t ransformat ions are ava i lab le fo r 
normal in fe rence. Because the automatic 
t ransformat ion concept was designed fo r performance 
in an appl ied environment, however, completeness is 
not of large concern. A lso , because many clauses 
that p a r t i c i p a t e in program v e r i f i c a t i o n proofs are 
ground (and so can clash in at most one way) [ 1 2 ] , 
the f i r s t c lash is very o f ten the only c lash . 

I t is important to note that the new l i t e r a l 
c lash ing a lgor i thm is not a "pre*theorem prover . " 
That i s , i t is not the case that the a lgor i thm 
corresponds to using the theorem prover (or theorem 
prover search s t ra teg ies ) to f i nd a proof that two 
l i t e r a l s are i ncons i s ten t . The process is a d i r e c t 
and f i n i t e search through the two l i s t s , LCLASHl 
and LCLASH2. 

Let m be the number of t ransformat ions on 
LCLASHl that can apply to LITERALB, and l e t n be 
the number of t ransformat ions on LCLASH2 that can 
apply to the major func t ion symbol of LITERALA. It 
fo l lows that at most mn t ransformat ions can be 
appl ied in the a lgor i thm to tes t the clash of 
LITERAL1 and LITERAL2. In genera l , m and n w i l l be 
sma l l . This fac t is important because each 
a p p l i c a t i o n of a t ransformat ion requi res a 
u n i f i c a t i o n t e s t , which can s i g n i f i c a n t l y add to 
the cost of the a lgo r i t hm. 
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I t i s i m p o r t a n t t o choose a n e f f e c t i v e 
t r a n s f o r m a t i o n s e t . Some t r a n s f o r m a t i o n s can cause 
unnecessary r e d u n d a n c i e s and i n e f f i c i e n c i e s . For 
examp le , i t m i g h t b e b e t t e r t o have the u n i t 
c l a u s e s Q(A,B) and Q(B,A) b o t h i n the c l a u s e space 
t h a n t o have the s i n g l e u n i t c l a u s e Q(A,B) and t h e 
t r a n s f o r m a t i o n c l a u s e - Q ( X , Y ) Q ( Y , X ) , w h i c h m igh t 
a p p l y a t many unnecessary p l a c e s . 

B " Expanded U n i f i c a t i o n A l g o r i t h m 

A s i m i l a r t r a n s f o r m a t i o n p rocess has been 
deve loped f o r u n i f i c a t i o n o f terms u s i n g e q u a l i t y 
l i t e r a l s EQUAL(T1,T2) i n p l a c e o f t r a n s f o r m a t i o n 
c l a u s e s and p a r a m o d u l a t i o n i n p lace o f r e s o l u t i o n 
( a g a i n w i t h a s u b s t i t u t i o n r e s t r i c t i o n ) . A l t h o u g h 
v e c o n s i d e r the concep t o f l i t e r a l t r a n s f o r m a t i o n s 
to be the most u s e f u l and i m p o r t a n t p r o p o s a l In 
t h i s p a p e r , we p resen t the f o l l o w i n g f o r two 
r e a s o n s . F i r s t , t h e r e a re some s i m i l a r i t i e s but 
a l s o some I m p o r t a n t d i f f e r e n c e s between the 
t r a n s f o r m a t i o n o f l i t e r a l s and t e r m s . And second , 
the h e u r i s t i c s c i t e d below may h e l p o f f s e t some o f 
t h e i m p r a c t i c a l a s p e c t s o f v a r i o u s comp le te 
u n i f i c a t i o n systems t h a t b u i l d i n s i r o p l i f i e r s . 

We a g a i n p a r t i t i o n the t r a n s f o r m a t i o n s i n t o 
two l i s t s , UNIFY1 and UNIFY2, t h a t change the ma jo r 
f u n c t i o n symbol of a te rm and permute a rgumen ts , 
r e s p e c t i v e l y . We have the same r e s t r i c t i o n s on the 
c o m p l e x i t y o f te rms and v a r i a b l e s u b s t i t u t i o n s t h a t 
w e had I n t he l i t e r a l c l a s h i n g a l g o r i t h m . I n 
a d d i t i o n , w e have the f o l l o w i n g r e s t r i c t i o n s : 

6 . The bag8 o f v a r i a b l e s in T l and T2 a re 
i d e n t i c a l . 

7 . T l (T2 ) i s not a p rope r sub te rm o f T2 
( T l ) . 

8 . The se t o f t r a n s f o r m a t i o n s ( i d e a l l y ) 
shou ld b e f u l l y p a r a m o d u l a t e d . 

P r a c t i c a l c o n s i d e r a t i o n s l i m i t the a p p l i c a t i o n 
o f l a s t p r o p e r t y . For example , the p a i r o f c l a u s e s 
E Q U A L ( F ( X , Y ) , F ( Y , X ) ) and 
E Q U A L ( F ( X , F ( Y , Z ) ) , F ( F ( X , Y ) , Z ) ) can gene ra te an 
i n f i n i t e se t o f e l i g i b l e t r a n s f o r m a t i o n s . A l t h o u g h 
the e l i m i n a t i o n o f any such t r a n s f o r m a t i o n s can 
cause b l o c k s i n the expanded u n i f i c a t i o n a l g o r i t h m 
g i v e n be low, i t i s r easonab le t o r e s t r i c t the l i s t 
to a s m a l l se t of the most s i m p l e and roost g e n e r a l 
t r a n s f o r m a t i o n s . 

Note t h a t the f u l l y c l ashed p r o p e r t y i m p l i e s 
t h a t a l l i n s t a n c e s o f a p p l i c a t i o n o f t r a n s i t i v i t y 
o f e q u a l i t y w i l l b e p r e s e n t . That i s , i f 
EQUAL(T1,T2) and EQUAL(T2,T3) a re e l i g i b l e 
t r a n s f o r m a t i o n s , t h e n EQUAL(T1,T3) must be an 
e l i g i b l e t r a n s f o r m a t i o n . 

Note a l s o t h a t the r e q u i r e m e n t COM(Tl) -
C0M(T2) and r e s t r i c t i o n s 6 and 7 p reven t i n f i n i t e 
sequences of expand ing t r a n s f o r m a t i o n s such as A 
— > F ( F ( A ) ) — > . . . . 

The f u n c t i o n a l r e f l e x i v i t y axioms ( i n s t a n c e s 
o f EQUAL(X.X) ) , wh i ch a c t as i d e n t i t y 
t r a n s f o r m a t i o n s , w i l l b e assumed t o b e i m p l i c i t l y 
o n a l l l i s t s , bu t need not b e e x p l i c i t l y p r e s e n t . 
T h i s assump t i on c o r r e s p o n d s to the assumpt ion about 
t a u t o l o g i e s i n the d i s c u s s i o n o f the l i t e r a l 
c l a s h i n g a l g o r i t h m . 

N o t a t i o n : 

L e t r and s be te rms* 

r —> s i f t h e r e e x i s t s a t r a n s f o r m a t i o n Tr on 
e i t h e r UNIPYl o r UNIFY2 such t h a t 
T r ( r ) - s . 

Theorem 3 . r —> 8 i f and o n l y i f s —> r . 

P r o o f , r —> s i f and o n l y i f t h e r e e x i s t s a 
t r a n s f o r m a t i o n c l a u s e , EQUAL(T1,T2) , and a 
s u b s t i t u t i o n , S, such t h a t T1 (S) - r and T2(S) ■ s 
(because s u b s t i t u t i o n s a r e a l l o w e d o n l y i n t o the 
t r a n s f o r m a t i o n c l a u s e s ) . 

The f o l l o w i n g theorem h e l p s j u s t i f y the 
r e c u r s i v e o r i e n t a t i o n o f the expanded u n i f i c a t i o n 
a l g o r i t h m . I n g e n e r a l , i t i s p o s s i b l e t h a t t he 
t r a n s f o r m a t i o n o f a t e r m , T , m i g h t be b l o c k e d 
u n l e s s some t r a n s f o r m a t i o n i s f i r s t a p p l i e d t o a 
p rope r sub te rm o f T . The theorem shows t h a t t h i s 
p rob lem does no t a r i s e w i t h i n the c o n t e x t o f t h e 
expanded u n i f i c a t i o n a l g o r i t h m . 

Theorem 4. L e t T be a te rm w i t h p rope r sub te rm R, 
"IH3 l e t T r l and Tr2 be two t r a n s f o r m a t i o n s 
r e p r e s e n t e d by t r a n s f o r m a t i o n c l a u s e s , EQUAL(T1,T2) 
and EQUAL(T3,T4) , r e s p e c t i v e l y . Assume t h a t T r l 
and Tr2 a r e o n a l i s t t h a t i s f u l l y p a r a m o d u l a t e d . 
I f T * i s the te rm t h a t i s gene ra ted b y s u b s t i t u t i n g 
R w i t h T r l ( R ) i n T , and T ' • - T r 2 ( T f ) , t h e n t h e r e 
e x i s t s a t r a n s f o r m a t i o n , T r 3 , such t h a t T r 3 ( T ) 
subsumes T 1 ' . 

P r o o f . The f a c t t h a t T r l i s a p p l i c a b l e t o R 
i m p l i e s t h a t t h e r e e x i s t s a s u b s t i t u t i o n , S I , such 
t h a t e i t h e r T1(S1) - R or T2(S1) - R. W i t h o u t l o s s 
o f g e n e r a l i t y , assume t h a t T i ( S i ) - R. Then T ' has 
sub te rm T 2 ( S 1 ) . The f a c t t h a t Tr2 i s a p p l i c a b l e t o 
T * i m p l i e s t h a t t h e r e e x i s t s a s u b s t i t u t i o n , S2 , 
such t h a t e i t h e r T3(S2) - T f o r T4(S2) - T * . 
W i t h o u t l o s s o f g e n e r a l i t y , assume t h a t T3(S2) -
T ' . Now, because T3(S2) has s u b t e r m , T 2 ( S 1 ) , i t 
f o l l o w s t h a t EQUAL(T3*,T4) i s a paramodu lan t o f 
some i n s t a n c e s of EQUAL(T1,T2) and EQUAL(T3,T4) , 
where T 3 ' i s the r e s u l t o f r e p l a c i n g the s u b t e r m , 
T 2 ( S 1 ) , i n T3(S2) w i t h T 1 ( S 1 ) . Because the l i s t o f 
t r a n s f o r m a t i o n s i s f u l l y pa ramodu la ted (and the 
f u n c t i o n a l r e f l e x i v i t y ax ioms a r e i m p l i c i t l y 
p r e s e n t ) , T r3 i s the t r a n s f o r m a t i o n t h a t I s 
r e p r e s e n t e d by e i t h e r c l a u s e , EQUAL(T3* ,T4) , o r by 
a c l a u s e t h a t subsumes EQUAL(T3* ,T4) . 

Because the f u l l y pa ramodu la ted p r o p e r t y 
accoun ts f o r a p p l i c a t i o n s o f t r a n s i t i v i t y o f 
e q u a l i t y , a t any p o i n t i n t he expanded u n i f i c a t i o n 
a l g o r i t h m , i t s u f f i c e s t o a p p l y a t most one 
t r a n s f o r m a t i o n to a t e r m . 

a l g o r i t h m 

The new u n i f i c a t i o n a l g o r i t h m can be d e s c r i b e d 
as a s i m p l e r e c u r s i v e p r o c e s s . A t t he o u t e r l e v e l 
i t i s s i m i l a r t o the l i t e r a l c l a s h i n g a l g o r i t h m i n 
t h a t i t f i r s t uses the t r a n s f o r m a t i o n s o n UNIFY1 t o 
match ma jo r f u n c t i o n symbols and t hen uses the the 
t r a n s f o r m a t i o n s on UN1FY2 to g e t u n l f i a b l e 
sequences o f a r g u m e n t s . The r e c u r s i o n comes to 
p l a y , o f c o u r s e , when u n i f i c a t i o n i s t o b e a p p l i e d 
t o each p a i r o f ( pe rmu ted ) a r g u m e n t s . 

Term t r a n s f o r m a t i o n s can be I n c o r p o r a t e d i n t o 
any p rocess t h a t uses u n i f i c a t i o n i n c l u d i n g 
c l a s h i n g , d e m o d u l a t i o n and s u b s u m p t i o n . Our 
e x p e r i e n c e i s t h a t t hese t r a n s f o r m a t i o n s w i l l have 
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less impact in c e r t a i n a p p l i c a t i o n s , such as 
program v e r i f i c a t i o n , than l i t e r a l t rans format ions. 

XV. TESTING AMD EVALUATION 

Two sets of problems were used to tes t the new 
l i t e r a l c lash ing a lgor i thm w i th the expanded 
u n i f i c a t i o n a lgor i thm included as the u n i f i c a t i o n 
s tep: 

ve rs i on , 
percent . 

Reductions ranged up to 40 

1. 

2. 

Eleven rea l problems cu r ren t l y being tested 
by B. T. Smith on the environmental theorem 
proving system [12] 

S l i gh t 
probles 

v a r i a t i o n s of the eleven 

The second set of problems was designed to 
help character ise the cond i t ions in which the new 
l i t e r a l c lashing a lgor i thm has the most favorable 
e f fec t s on the proof search space. 

The eleven rea l problems were tested w i th 
var ious search s t r a t e g i e s , i nc lud ing those most 
commonly used by B. T. Smith [12J. The problems 
run w i th t ransformat ions and those run wi thout 
t ransformat ions w i l l be re fe r red to as the " t r a n s " 
and "not rans" vers ions , respec t i ve l y . The 
fo l l ow ing observat ions have been made: 

Finding proofs ; In no case d id the notrans 
vers ion f i nd a proof when the trans vers ion 
d id no t . In one case the trans vers ion 
found a proof when the notrans vers ion d id 
no t . 

To ta l number of clauses In search space ( i n 
cases In which a proof was found): The 
notrans vers ion tended to have fewer 
clauses than the trans ve rs ion . This 
r esu l t is reasonable because the 
t ransformat ion process has the e f f ec t of 
producing more clauses at e a r l i e r leve ls In 
the graph that represents the search space. 
Because a l l of the search s t ra teg ies used 
have some element of breadth f i r s t search 
in them, the general e f f e c t of the 
t ransformat ion process is a net increase in 
the t o t a l number of clauses added to the 
clause space. There were i so la ted cases in 
which the t rans vers ion a c t u a l l y had up to 
40 percent fewer clauses than the notrans 
ve r s i on , and a few cases in which the trans 
vers ion had as many as 40 percent more 
clauses than the notrans ve rs i on , but on 
the average, the t rans vers ion produced 
approximately 18 percent more clauses than 
the notrans ve rs i on . 

Number of clauses that p a r t i c i p a t e In proof : 
The value fo r the t rans vers ion never 
exceeded the value fo r the notrans ve rs ion . 
The d i f fe rences ranged as high as s ix 
clauses (10 pe rcen t ) . 

Number of clauses selected by the search 
s t r a t egy : The value fo r the trans vers ion 
exceeded the value for the notrans vers ion 
in only one case. The s ing le Increased 
value was from 13 to 14 clauses ( less than 
8 percen t ) . The decreased values ranged up 
to over 50 percent (9 to 4 c lauses) . 

Number of selected clauses that p a r t i c i p a t e in 
the proof : The value fo r the t rans vers ion 
never exceeded the value f o r the notrans 

Depth of empty c lause: The value for the t rans 
vers ion was less than or equal to the value 
fo r the notrans vers ion in a l l but one of 
the problems tes ted , w i th reduct ions of up 
to 50 percent . In the one except ion, the 
t rans vers ion Increased the depth of the 
notrans vers ion from 2 to 3. This behavior 
is possible because there can be more than 
one proof to a problem, and because the 
search s t ra teg ies used are not exac t ly 
breadth f i r s t searches. In the problem In 
which the depth was higher in the t rans 
vers ion than in the notrans ve rs i on , a 
longer path to the empty clause (deeper 
proof) was found before the shorter path 
( less deep proof) was d iscovered. 

In a second set of experiments, noise 
(extraneous l i t e r a l s and compl icat ions of terms) 
was added to the rea l problems. The negat ive 
e f f ec t of adding noise was cons is ten t l y and 
s i g n i f i c a n t l y worse in the problems run wi thout 
t ransformat ions than in the problems run w i t h 
t rans format ions . 

SUMMARY 

The m o d i f i e d r e a l p rob lems t e s t e d above 
i n d i c a t e t h a t t he a u t o m a t i c t r a n s f o r m a t i o n concep t 
does have the p o t e n t i a l to become a p o w e r f u l 
e x t e n s i o n to a r e s o l u t i o n - b a s e d automated theorem 
p r o v i n g s y s t e m . Except f o r i s o l a t e d cases program 
v e r i f i c a t i o n problems run wi th automatic 
t ransformat ions d id no worse than problems run 
without t rans format ions , and sometimes, the 
performance was s i g n i f i c a n t l y b e t t e r . 

The r e s u l t s , however, were not as promising as 
expected. This suggests that although the concept 
may be qu i te u s e f u l , be t te r search s t ra teg ies 
pu t t i ng more emphasis on breadth f i r s t search might 
be developed to c a p i t a l i s e on the power of the 
t ransformat ion process. At present the user must 
pick a subset of t ransformat ion clauses to become 
automatic t rans format ions . Work needs to be done 
to provide general ru les fo r making these choices. 

Various mod i f i ca t ions to the new l i t e r a l 
c lashing and expanded u n i f i c a t i o n algor i thms might 
also be i nves t i ga ted , i nc lud ing re laxa t i on of some 
of the ru les fo r e l i g i b i l i t y of t ransformat ions and 
r< les fo r apply ing t rans format ions . In p a r t i c u l a r , 
r e l axa t i on of the ru le about r e s t r i c t e d 
s u b s t i t u t i o n i n to the terms and/or l i t e r a l s being 
transformed could s i g n i f i c a n t l y a f f e c t the 
r e s u l t i n g clause space. F i n a l l y , the incorpora t ion 
of the automatic t ransformat ion concept i n t o other 
areas such as demodulation or subsumptlon might be 
i nves t i ga ted . 
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