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ABSTRACT 

Th i s paper descr ibes a representa t ion f o r t ime 
r e l a t i o n s in n a r r a t i v e . The t ime r e l a t i o n s are 
based on both e x p l i c i t sources of t ime in fo rmat ion 
( e . g . , adverb ia l expressions or tense) and i n p l i c i t 
sources, such as m u l t i p l e reference to a s i n g l e 
event , n a r r a t i v e t ime progression and e a r l i e r 
events impl ied by change of s t a t e words. Natura l 
language processing is used to analyse the input 
t e x t i n t o a set o f sub jec t -verb-ob jec t u n i t s , con
nected by b inary connect ives; these u n i t s co r res 
pond to the events of the n a r r a t i v e . With each 
event is associated a t ime in r e l a t i o n to another 
event, ad justed by an op t i ona l t ime q u a n t i t y . 
These t ime r e l a t i o n s have a na tu ra l representa t ion 
as a d i r ec ted graph whose nodes are t ime po in ts and 
whose edges are t ime i n t e r v a l s . The a lgor i thm f o r 
ex t rac t i ng the t ime r e l a t i o n s from a t e x t i s i l l u s 
t r a t e d f o r an excerpt from a hosp i t a l discharge 
summary. 

I I n t r oduc t i on 

An understanding of t ime r e l a t i o n s is essen
t i a l to understanding n a r r a t i v e . For a computer 
program to "understand" n a r r a t i v e , i t must process 
these t ime r e l a t i o n s ; t h i s requ i res both a repre 
senta t ion o f t he types o f t ime in format ion t ha t i n 
terconnect nar ra ted events , and an a lgor i thm to ex
t r a c t t h i s in fo rmat ion from the na tu ra l language 
t e x t . 

The representa t ion o f t ime r e l a t i o n s in nar ra 
t i v e ra i ses a number of complex problems. On the 
one hand, t he re are a m u l t i t i u d e of t ime words: 
p repos i t ions ( e . g . , d u r i n g , be fo re ) , ad jec t i ves 
( cu r ren t , p r i o r ) , adverbs ( then , now), and nouns 
(du ra t i on , week). These var ious words combine i n t o 
t ime expressions (genera l l y adverb ia l expressions) 
which m u s t be analysed and reduced to a systematic 
represen ta t ion . 

On the o ther hand, most events in a na r ra t i ve 
do not have an e x p l i c i t t ime s ta ted in the form of 
an adverb ia l express ion. Nonetheless the reader of 
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a n a r r a t i v e can determine the sequence of events 
even in the absence o f e x p l i c i t t ime in fo rmat ion 
f o r each event . To do t h i s , the reader makes use 
o f c e r t a i n c h a r a c t e r i s t i c s o f n a r r a t i v e d iscourse, 
in order to assign t ime r e l a t i o n s to events whose 
t ime is not e x p l i c i t l y g i ven . One c h a r a c t e r i s t i c 
o f connected discourse is re ference: by i d e n t i f y 
ing var ious mentions of an event as r e f e r r i n g to 
the same event , the reader associates these men
t i o n s w i t h the same t i m e . The conventions of nar 
r a t i v e d iscourse a l so prov ide c e r t a i n d e f a u l t t ime 
r e l a t i o n s between consecut ive clauses and/or sen
tences. For example, the convent ion of " n a r r a t i v e 
t ime progress ion" prov ides t h a t i n n a r r a t i v e , t ime 
does not move backward unless an e x p l i c i t t ime 
marker is p rov ided. An a lgo r i t hm f o r captur ing 
t ime r e l a t i o n s in n a r r a t i v e must make use both of 
the e x p l i c i t t ime in fo rmat ion and o f the t ime i n 
format ion conveyed i m p l i c i t l y by reference and by 
the de fau l t t ime r e l a t i o n s . Th is paper w i l l p r e 
sent such an a lgo r i t hm and o u t l i n e i t s a p p l i c a t i o n 
to a sample t e x t . 

I I Background 

There have been severa l prev ious i n v e s t i g a 
t i o n s o f the representa t ion o f t ime r e l a t i o n s , a l l 
w i t h i n the context o f quest ion-answering systems. 
[1] focused on the s p e c i f i c a t i o n of the temporal 
in format ion provided by tense and descr ibed a p r o 
gram CHRONOS t h a t accepted a r e s t r i c t e d set of En
g l i s h - l i k e i npu t , s tored t h i s in fo rmat ion and 
answered simple t ime - re l a t ed quest ions based on the 
i npu t . Since the input was provided on a 
sentence-by-sentence bas i s , the issue o f i m p l i c i t 
t ime r e l a t i o n s i n n a r r a t i v e d iscourse d i d not a r i s e 
in t h i s work. [2] descr ibed a representa t ion of 
t ime r e l a t i o n s between sets of events • The rep re 
sen ta t ion was used in query ing a data base c o n s i s t 
ing of events whose t imes were s p e c i f i e d (sometimes 
incompletely) i n terms o f t h e i r du ra t i on and in 
terms o f beginning and ending t imes in r e l a t i o n to 
another event . From t h i s i n fo rma t i on , t he program 
could determine whether an event preceded, over 
lapped, or fo l lowed another event . 

More r e c e n t l y , [5] and [6] descr ibed a " t ime 
s p e c i a l i s t " program which accepted t ime in fo rmat ion 
about events in a L ISP- l i ke form; the s p e c i a l i s t 
s tored t h i s i n fo rma t ion , checked i t f o r cons is ten-
cy, and answered quer ies about the events descr ibed 
in the i npu t . Although the t ime s p e c i a l i s t handled 
on ly e x p l i c i t t ime in fo rmat ion prov ided i n the 
i npu t , the re i s a d iscuss ion in [5 ] about i t s ap-
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pl icat ion to a narrat ive- l ike s i tuat ion, namely the 
specif ication of the time course of a disease and 
the matching of input data to the specified time 
course. 

In contrast to the question-answering context 
of the work described above, t h i s paper is based on 
research at the Linguist ic Str ing Project on the 
creation of a data base from natural language 
input. In our i n i t i a l experiments using medical 
narrative, it quickly became clear that time re la
t ions between various medical events (e .g . , symp
toms, therapies) were of central importance in cap-
tur ing the signi f icant information. The time a l 
gorithm described here is a modification of an ear
l i e r algorithm [3] developed for the analysis of 
medical records, and the examples in the paper are 
drawn from actual hospital discharge summaries. 
The algorithm should, however, be equally applica-
ble to time relat ions in other narrative domains. 

In the automatic analysis of the medical nar
rat ive material , various stages of natural language 
processing preceded the analysis of time informa-
t i o n . These stages included 1) a parse, ident i fy 
ing (surface) syntactic re lat ions; 2) transforma-
t iona l regularizat ion, mapping more complex sen
tence types in to a "canonical set" of simple sub-
ject-verb-object sentence types; 3) a "formatting" 
component, mapping the analysed sentence into a t a 
bular representation of the medical information. 
(See [7] for a more detailed description of the 
stages of natural language processing). 

These ear l ier stages of processing are re le
vant to the time algorithm because the time algor
ithm assumes that each sentence is broken down into 
syntactic units consisting of subject-verb-object 
combinations corresponding to events; these units 
are connected by binary connectives, with the main 
clause preceding the clause subordinated or conjo
ined to i t . Binary connectives include, among oth
ers, subordinate conjunction (e .g . , while in She 
developed dyspnea while she was in Maryland); 
co-ordinate conjunction (e .g . , and in Her elbow 
became infected and she was t r e a t e d . . . . ) ; and re-
la t i ve clauses (e .g . , She was treated with 
erythromycin which she took for 5 days.). As part 
of the syntactic analysis, each tense and each ex
p l i c i t time expression is ident i f ied and associated 
with the uni t that it modifies. The output of the 
syntactic processing is thus a sequence of events 
with associated time information, connected by b i 
nary connectives. The time algorithm operates se
quential ly on the set of connected events obtained 
for a document; it s tar ts at the beginning of the 
narrative and assigns to each event a time in terms 
of an already processed event, before going on to 
the next event. 

The emphasis in developing t h i s algorithm has 
been to use the available syntactic information to 
i t s f u l l e s t . We have not explored the question of 
whether the incorporation of domain-specific 
ext ra- l inguis t ic knowledge would improve the pro
cessing of time ( i t almost certa in ly would), and 
whether the kinds of ex t ra- l ingu is t ic knowledge 
needed to do th i s can be c lear ly delimited (a d i f 
f i c u l t task) . I t i s our hope that the f u l l u t i l i 

zation of l ingu is t ic techniques w i l l bring into 
sharper focus the kinds of information needed to 
supplement a l i ngu is t i ca l l y based analysis. 

I l l The Representation of Time 

It is convenient to analyse the time of an 
event in terms of i t s re lat ion to the time of 
another event (the "reference point") adjusted by 
an optional time quantity (see [6) and 131). The 
reference point may be a date, which anchors the 
time to a f ixed external scale, or it may be anoth
er event wi thin the narrat ive. This analysis has a 
natural representation as a directed graph, where 
the nodes of the graph are the time points associ
ated with the events and the edges represent the 
intervals between events. The time graph for a 
short three sentence tex t le t is shown in F i g . 1. 

An event generally has a single time point as
sociated with i t , although events with duration 
have both a beginning and an ending point . If two 
events occur at the same time, they w i l l both be 
associated with the same time point. Thus in the 
example of F ig . 1, i f admission to the hospital 
occurs on 1/27 and the patient develops a fever on 
1/27, then these two events w i l l both be associated 
with the same time point (point A in the graph of 
Fig. 1). 

The time graph is useful in determining the 
relat ive order of the events displayed in the 
graph: an event I precedes an event J i f f there is 
a path from the time point associated with event I 
to the time point associated with event J. The sum 
of the edges along the path gives the time interval 
between I and J. For example, in the graph of Fig. 
1, B precedes A. There are, in fac t , two paths 
from B to A. In th is case, the sum of the edges of 
the two paths must be equal: BA = BC + CA. ( I f 
the length of the two paths were not equal, an i n 
consistency would be detected). Since BA has a 

■ TV rsmmmmamaammimBSsssssssssssssssaaasBSSSSSS ,\ sr 
Date of admission: 1/27/xx 

TEXT: 
3 weeks p r i o r to the cu r ren t a d u l a t i o n , a b r i g h t red patch appeared 
under the p a t i e n t ' s eye. The pa t i en t developed a naculopapular 
rash over hands and Knees. 0. 1/27 she began having a fever to 
104. 
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progression. Sentence 3 has an exp l i c i t time 
(1/27), but narrative time progression also 
applies; th i s provides the information that the 
time of sentence 3 is later than or equal to the 
time of sentence 2. As a resul t , a lower and an 
upper bound on the time of sentence 2 are obtained 
from the discourse context, although sentence 2 has 
no exp l ic i t time. These relations are represented 
by the graph in Pig. 1. 

A second hypothesis states that the time of a 
subordinate clause is equal to the time of i t s main 
clause, provided that no exp l i c i t time information 
occurs in the subordinate clause or in the subordi
nate conjunction. For example, in the sentence A 
S i n a i tap was performed which revealed 806 red 

ood ce l l s , the subordinate clause (which revealed 
red blood cel ls) is assigned a time equal to 

that of the main clause (A spinal tap was 
performed). -

Co-ordinate conjunction poses some special and 
d i f f i c u l t problems for interpreting time informa
t i o n . The algorithm distinguishes two main cases. 
When the subject or object contains a conjoined 
noun or adjective phrase, the conjoined phrase is 
expanded during the transformational stage to y ie ld 
two events; however, the algorithm assigns them 
the same time (speci f ica l ly the second conjunct is 
assigned the time of the f i r s t oonjunct). Thus in 
the sentence The maculopapular rash and the patch 
under her r ight eye gradually diaapppeared, the two 
events rash disappeared ana patch disappeared are 
assigned the same time 

When there are two d is t inc t predicates con-
nected by a co-ordinate conjunction, then the two 
conjoined events behave l i ke two independent sen
tences, and the algorithm assigns to the second a 
time later than or equal to the time of the f i r s t , 
as in narrative time progression. For example, in 
the sentence. The maculopapular rash and the patch 
under her r ight eye gradually disappeare and were. 
gone after the f i r s t twelve hours on therapy, the 
default timeTnfonnation is used (together with the 
time information from the exp l i c i t adverbial af ter 
the f i r s t twelve hours on therapy) to determine 
that the time of the seoon? conjunct (rash and 
patch were gone) is la ter than the time of the 
f i r s t conjunct (rash and patch gradually 
disappeared); in fac t , the second conjunct marks 
the end point of the time period of the f i r s t con
junct, 

VI Time Information from Resolution of Reference 

If a single event is mentioned several times 
within a discourse, i t is important to ident i fy 
these mentions of the event and to equate the times 
associated with each mention ( ignoring, for a mo
ment, descriptions of states which can have a dura
t i on ) . For example, the events current 
hospital izat ion and current hospital stay have a 
special signifcance in a hospital discharge summa
ry . They are associated with specif ic dates (pro
vided in the header information) and appear as 
reference points in many time expressions, for ex
ample, she again spiked fevers on the 4th day of 
hospital izat ion, or patient was "a febr i le on 
discharge . If a given mention of admission. 

discharge, or hospital isat ion can be associated 
with the current hospital izat ion, then i t s time can 
be set equal to the date given in the header. For 
example, if the hospital admission occurred on 
1/27, then the 4th dav;of hospital izat ion w i l l be 
1/31, provided that this is a reference to the cur-
rent hospital izat ion. Despite the fact that ana
phoric reference is more d i f f i c u l t to detect in the 
note-taking sty le of the discharge summaries ( a r t i 
c les, both def in i te and indef in i te are commonly om
i t t ed ) , these references to the current hosp i ta l i 
zation are generally easy to resolve because they 
are the default reference; there are occasional 
references to previous hospital izat ions, but these 
are flagged by various modifiers, as in the 
previous hospi tal izat ion. 

The or ig ina l program implemented to process-
time relat ions (3) did anaphora resolution only 
when an event appeared as the reference point in a 
time expression. However, the current algorithm 
extracts more complete time information by compar
ing each new mention of an event (regardless of 
whether it occurs as a reference point) to previ
ously mentioned events of the same type. When it 
ident i f ies two mentions as referr ing to the same 
event, then it equates the i r times. 

A simple technique is used for determining 
sameness of reference: a backward search is per-
formed for events of the appropriate type, namely, 
events in the same synonym class. When a candidate 
event is found and i t s factual i ty is checked (ne-
gated events cannot be antecedents), then i t s time 
is compared to the time of the current event. If 
the times are compatible (that i s , no contradiction 
arises from assuming that these events are the 
"same"), then they are taken as referr ing to the 
same event; otherwise, the backwards search is 
continued un t i l a l l events of the appropriate type 
have been tested. 

This procedure has been adequate to ident i fy 
sameness of reference in the hospital discharge 
summaries, which have a re la t ive ly simple referen
t i a l structure. For more complex tex ts , it is 
clear that a more sophisticated technique for reso
lu t ion of anaphora would have to be used. 

VII Capturing Time Relations in a Sample Text 

The two sentences below are the th i rd and 
fourth sentences (events 9-15) from a paragraph of 
a hospital discharge summary. 

1. The patient became afebr i le during the 
f i r s t day of hospi tal izat ion. 

2. She again spiked fevers on the 3rd and 
4th day of hospi ta l izat ion, but then 
became afebr i le and remained afebr i le 
for the remainder of her hospital izat ion. 

We w i l l use these sentences to i l l us t ra te how the 
algorithm extracts and represents time information 
from a narrat ive. In the f i r s t sentence she became 
afebr i le , there is an impl ic i t reference (carried 
by the change-of-state verb become) to a state when 
the patient was not afebr i le . This ear l ier implied 
state is entered as event E9; the state of becom-

292 



293 



narrated topic, namely El3; and it provides an 
ending (TO) time = date of discharge. The time 
derived from conjoined predicate time progression 
(time (E14) >= time (El3) is therefore redundant 
and is omitted. 

E15: This event is derived from El4 by expan
sion of a conjoined adjective in the object: 
afebr i le and asymptomatic; it is therefore taken 
as having the same time as E14. 

The time graph for these sentences is shown in 
Fig. 4. 

In the course of computing the time re lat ions, 
a l l events of a given type ( for example, fever 
events) are collected in to a set , in order to 5P 
c i l i t a t e determination of sameness of reference. 
This grouping has an addit ional advantage in that 

it makes it possible to graph a set of fever events 
against time. Figure 5 shows a graph of fever aga
inst time for the sentences analysed in Figs. 3 
and 4. Although it is not possible to determine 
the exact shape of the curve (or i t s height, since 
a numerical temperature is*not always given), the 
graph nonetheless provides an approximate picture 
of the pat ient 's periods of fever during the hospi-
t a l stay. 

V I I I Conclusion 

In t h i s br ie f discussion, only the broad out-
l ine of an algorithm to extract time information 
from narrative can be sketched. The algorithm des
cribed in t h i s paper is a modification of a prev i 
ously developed algorithm [3] that was implemented 
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and success fu l l y t es ted on a se t of e i gh t h o s p i t a l 
d ischarge summaries, each con ta in ing approximately 
50 sentences of t e x t [ 4 ] . The o r i g i n a l program 
contained an extens ive t reatment o f e x p l i c i t t ime 
express ions, cover ing same 50 t ime words. The mod-
i f i c a t i o n s to the o r i g i n a l program have been main ly 
i n the handl ing o f i m p l i c i t t ime r e l a t i o n s . 

We are now in the process of implementing the 
new ve rs ion o f t he a lgo r i thm and are s t i l l i n v e s t i 
ga t ing severa l problems in t h i s regard . These a re : 
1) main ta in ing a compact rep resen ta t ion t h a t per 
mi ts d e t e c t i o n of incons is tenc ies when a new t ime 
r e l a t i o n i s added to the set o f known t ime r e l a 
t i o n s ; 2) represent ing continuous s t a t e s as op
posed to t ime -po in t events : a s ta te may change 
over t i m e , but can s t i l l be i d e n t i f i e d as a s i n g l e 
s ta te ( e . g . , a fever may r i s e and f a l l but i t i s 
s t i l l r e f e r r e d t o as a s i n g l e con t inu ing f e v e r ) ; 
3) implemening a more soph i s t i ca ted procedure f o r 
anaphora r e s o l u t i o n , i nc l ud ing the handl ing o f 
references to cont inuous s t a t e s ; and 4 ) d i s t i n 
gu ish ing between the two uses of d u r a t i o n a l expres
s ions : 1) to d e f i n e the lower and upper l i m i t s o f 
a s i n g l e t i m e - p o i n t , as in she had a t r a n s f u s i o n 
dur ing her h o s p i t a l i z a t i o n ; o r 2 ) t o de f i ne beg in -
mng and end p o i n t s of a cont inuous s t a t e : she was 
a f e b r i l e du r ing her h o s p i t a l i z a t i o n . I n a d H I t i o n , 
the re are a number of issues t h a t we have not ye t 
touched o n , f o r example, the rep resen ta t i on of im-
p rec i s i on in t ime s p e c i f i c a t i o n s o r the use o f 
e x t r a - l i n g u i s t i c knowledge t o determine t ime r e l a 
t i o n s . Nonetheless, the general p r i n c i p l e s out-
l i n e d in t h i s paper appear to c o n s t i t u t e an impor
t a n t f i r s t s tep i n e x t r a c t i n g t ime in fo rmat ion from 
n a r r a t i v e in a way t h a t captures many of the impor-
t an t r e l a t i o n s between the nar ra ted events . 
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