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ABSTRACT 

In t h i s paper we explore issues in learn ing such 
as the ro l e of agenda mechanisms, n o t i c e r s , 
h i s t o r y keepers, i n i t i a l seed sets o f knowledge, 
and problem sequences in the context of our 
Constrained Exampled Generation (CEG) system 
working problems in the mini-domain of l i n e a r 
f unc t i ons . 

1. INTRODUCTION 

We have explored the robustness of t h i s 
model, and i t s LISP r e a l i z a t i o n , in such domains 
as : generat ing spec i f i c atoms and l i s t s in 
LISP, generat ing simple recurs ive programs in 
LISP, generat ing l i n e s in a lgebra , generat ing 
scenes in a simple blocks wor ld , and generat ing 
t a c t i c s in a game [ 5 ] [ 1 1 ] . E f f e c t i v e l y , the 
same system was used in each domain; on ly the 
domain s p e c i f i c knowledge was changed. The core 
system operates in a GPS-like f ash ion , apply ing 
a set of d i f f e rence -de tec to rs and a set of 
d i f fe rence- reducers in order to modify examples 
to meet the desired c o n s t r a i n t s . Thus, in t h i s 
work, the system could undertake remedial 
mod i f i ca t i ons since i t "knew what to d o " . 

In past work, we have inves t iga ted the 
s t ruc tu re of knowledge in complex domains l i k e 
mathematics and computer science [3] CM][71 in 
p a r t i c u l a r the important r o l e played by examples 
and the process of generat ing examples tha t meet 
spec i f i ed p roper t i es o r cons t ra in t s [ 2 ] [ 5 ] [ 6 ] . 
We have b u i l t a computational model of the 
process of constrained example generat ion which 
was motivated in par t by our observat ions of 
human sub jec ts . 

Cu r ren t l y , we are i n v e s t i g a t i n g l e a r n i n g . 
To l e a r n , a system must acquire experience and 
be able to review and summarize it C8 3C9 3. The 
design of the CEG system has the necessary 
modules to a l low i t to do so; in p a r t i c u l a r , 
the JUDGE, AGENDA-KEEPER, HISTORY-KEEPER, and 
NOTICER/GENERALIZER can be used to a l low the 
system to monitor i t s own performance, and 
provide feedback, which as noted by Smith et al 
[10 ] i s c r i t i c a l t o l e a r n i n g . 

The basic Idea behind the CEG system is as 
f o l l o w s : given the goal of producing an e n t i t y 
w i th c e r t a i n p rope r t i es , instead o f generat ing 
the e n t i t y from f i r s t p r i n c i p l e s , f i n d an 
example in the data base which "most c l o s e l y " 
matches the desired c o n s t r a i n t s , and then apply 
d i f fe rence* reduc ing operators in order to modify 
t ha t example to f i t the given c o n s t r a i n t s . The 
a r c h i t e c t u r e of the CEG system is given in F i g . 
1 . 
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The s p e c i f i c task we have set f o r the 
learning-CEG system is to learn under which 
circumstances a p a r t i c u l a r reducer is 
appropr ia te . Neves [ 1 ] explored a s i m i l a r 
problem. This task al lows us to explore the 
space of f ac to r s involved in l e a r n i n g : 

1. The ro l e of agenda mechanisms 
2. The ro le of h i s t o r y - t a k i n g and -summarization 
3. The ro l e of i n i t i a l "seed" sets of examples 
i*. The ro le of posed problems, t h e i r content and 
order . 

The CEG system provides a veh ic le in which to 
e m p i r i c a l l y explore the t radeo f f s and 
i n t e r a c t i o n s of these f a c t o r s . The c o n t r i b u t i o n 
of each of these components is a "parameter" to 
the cur rent system. We are in the process of 
sys temat i ca l l y t e s t i n g var ious se t t i ngs o f these 
parameters. 

For example, learn ing the appropriateness 
of an ac t i on imp l ies learn ing something about 
the order in which to apply i t . This i s 
p a r t i c u l a r l y important in the case of 
i n t e r a c t i n g cons t ra in t s where remediat ion of one 
cons t ra in t de f i c i ency might destroy s a t i s f a c t i o n 
o f another c o n s t r a i n t . 

The agenda mechanism also a f f e c t s the 
exp lo ra t ion of sequences of ac t ions and modif ied 
examples. For ins tance , i f a p a r t i c u l a r 
mod i f i ca t i on rou t ine has j u s t made the candidate 
example " b e t t e r " , e . g . , c loser to meeting a 
c o n s t r a i n t , should i t be t r i e d aga in , and i f so, 
f o r how many times? On the other hand, should 
other rou t ines be given an oppor tun i ty to 
demonstrate t h e i r e f fec ts? The l a t t e r technique 
would lead to d iscover ing rou t ines which are a 
mixed sequence of ac t i ons , whereas the former 
technique would lead to d iscover ing rou t ines 
composed of m u l t i p l e copies of the same a c t i o n s . 

2. AN EXAMPLE FROM THE LINES DOMAIN 

The domain chosen f o r our i nves t i ga t i ons is 
tha t of l i n e a r func t ions on the rea l numbers, 
i . e . , l i n e s l i k e y = 2x «■ 1. A t y p i c a l CEG 
problem might be to generate a l i n e such t h a t : 

1 . i t is steeper than a given l i n e , and 
2. i t has a negat ive s lope. 

For a general l i n e , ay = bx + c, steepness is 
the absolute value o f the s lope, i . e . , I b / a i . 
The s ign of the slope is the s ign of ( b / a ) . 

The CEG system has an i n i t i a l data base of 
example, i . e . , an "Examples Space." An example 
is a s p e c i f i c l i n e , ay = bx + c, represented as 
a frame, whose value s l o t conta ins the 
t h ree - tup le (a b c ) . Other s l o t s inc lude 
"der ived- f rom" po in ters i n d i c a t i n g from which 
other example the example is cons t ruc ted , and 
scar ing and h i s t o r y In format ion gathered dur ing 
attempted m o d i f i c a t i o n s . 

The "goodness" of a mod i f i ca t i on is 
measured by the JUDGE module and expressed in 
terms of two scores: (1) the "g loba l esc" 
( cons t r a i n t s a t i s f a c t i o n count) which measures 
the example's s a t i s f a c t i o n o f a l l posed 
c o n s t r a i n t s ; (2) the " l o c a l csc" which measures 
i t s s a t i s f a c t i o n o f the cons t ra in t c u r r e n t l y 
being worked on . The scores are expressed 
d i s c r e t e l y as "success" , " b e t t e r " , "no-change", 
or "worse" . 

The system possesses f i v e " p r i m i t i v e " 
rou t ines t ha t modify the x - coe f f i e l e n t : 

1. make-steeperl (ms1) which adds 1 to the 
x - e o e f f i c i e n t ; 

2. make-steeper2 (ms2) which doubles the 
x - c o e f f i c i e n t ; 

3. make-steeper3 (ms3) which squares the 
x - c o e f f i c i e n t . 

4. make-steeper4 (ms4) which sub t rac ts 1 
from the x - c o e f f i c i e n t ; 

5. make-negative (mn) which changes the 
s ign o f the x - c o e f f i c i e n t . 

Thus, there are four rou t ines tha t modify the 
steepness and one tha t modi f ies the s ign of the 
s lope. The system s t a r t s out "knowing" tha t 
ms l , ms2, ms3 and msl a f f e c t the steepness and 
thus , i m p l i c i t l y t ha t steepness has something to 
do w i th the x-coef f iec ient of a l i n e . I t does 
not know of the ro le of the y - c o e f f i c i e n t . 

Some s p e c i f i c " f a c t s " we wish to have the 
system acquire a r e : 

1. ms2 (doubl ing) always works; 
2. ms1 (add!) works f o r slopes > 0; 
3. ms3 (squaring) works where is lope! > 1. 
4. ms3 is " f a s t e r " than ms2 which is " f a s t e r " 

than ms1. 
5 . i t i s be t t e r to f i x the steepness before the 

s i g n . 

3. EXPERIMENTS AND RESULTS 

Thus f a r , our experiments have involved 
v a r i a t i o n o f the f o l l o w i n g : 

1. The agenda mechanism, in p a r t i c u l a r , 
the search of sequences of 
m o d i f i c a t i o n s ; 

2 . the scor ing o f problems, in p a r t i c u l a r , 
whleh sequences count as "successes", 
" b e t t e r " , e t c ; 

3. The i n i t i a l seed set of examples 
possessed by the system; 
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4. The order of problems posed to the 
system; 

5. The "remembering" and " f o r g e t t i n g " of 
examples created by the system, e . g . , 
the add i t i on o f successful so lu t i on 
examples to the system's 
"Examples-space". 

A sample of the observat ions made on our 
experiments a re : 

1. Se lect ion of opera tors : Random 
se lec t i on (which al lows the system to 
t r y the powerful ms3 rou t ine more 
o f ten) does in f ac t perform be t te r than 
the regime tha t does not vary from the 
i n i t i a l choice o f opera tor . However, 
the sequences of operators obtained 
under random se lec t i on are e f f e c t i v e l y 
" imposs ib le" to analyze, even by 
humans. Thus the s t y l e of the 
AGENDA-KEEPER in f luences the c r e d i t 
assignment task of the 
NOTICER/GENERALIZER. 

2. In f luence of I n i t i a l Knowledge Base. 
The i n i t i a l seed set of examples should 
inc lude a v a r i e t y of examples, f o r 
ins tance , some l i k e l y - t o - c a u s e - t r o u b l e 
examples l i k e y=2, some nicely-behaved 
examples l i k e y=2x. The v a r i e t y 
a f f e c t s what is accessib le to 
d iscovery ; f o r ins tance, wi thout l i n e s 
w i th !s lope! < 1, the system would 
never learn ms3's weakness, and wi thout 
l i n e s w i th negat ive s lopes, ms4's 
s t reng ths . There is a t r a d e - o f f 
between the v a r i e t y of the knowledge 
base and the complexi ty of the agenda 
mechanism: the system d i d n ' t need a 
h igh l y tuned AGENDA-KEEPER if the KB 
contained v a r i e t y . This i s re la ted to 
mesa and fa lse peak problems in 
h i l l - c l i m b i n g . 

3. Tuning the data-base. The "goodness" 
o f ce r t a i n examples ( leading to 
successes), l i k e y=2x, and the 
"troublesome-ness" of others ( lead ing 
to worse-es), l i k e ys2, became r e a d i l y 
apparent. 

4. Remembering/forgett ing. To force 
exerc ise and lea rn ing of a b i l i t i e s , 
don ' t save answers. 

5. Pers is tence. Don't g ive up eva luat ing 
even i f the s i t u a t i o n looks l o c a l l y 
worse. For Ins tance, one agenda 
mechanism stops the mod i f i ca t i on 
attempts a t the f i r s t encountered " loca l 
worse*; i t never led to eva luat ions 
tha t might have showed tha t ms1l and ms4 
t r i e d in sequence lead to "g lobal 
no-change" which could lead to 
d iscovery o f t h e i r r e l a t i o n as 
inverses . 

4. CONCLUSIONS 

In summary, we are using CEG to sys temat ica l l y 
explore a l t e r n a t i v e work- loads, i n f l uences , and 
con t r i bu t i ons of modules in a learn ing system. 
We fee l s t rong ly tha t an empi r ica l testbed is 
necessary f o r the understanding of AI systems 
which evolve in complex ways. There is a 
d i f fe rence between making a system perform 
be t te r and learn ing how it can learn to perform 
b e t t e r . While expert system research o f ten 
emphasizes the former, we fee l it can bene f i t 
from study of the l a t t e r , which is our focus. 
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