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Abstract 

Metaphor pervades na tu ra l language discourse. 
This paper describes a computational approach to 
the i n te rp re ta t i on of metaphors. It is based on a 
na tu ra l language processing system that uses the 
discourse problems posed by a tex t to se lect the 
re levant inferences. The problem of i n t e r p r e t i n g 
metaphors can then be t rans la ted into the problem 
of se lec t i ng the re levant inferences to draw from 
the metaphorical expression. Thus, a metaphor is 
f requent ly given a cor rect i n te rp re ta t i on as a by-
product of the other things a natura l language 
system has to do. Two examples of metaphors are 
given — a s p a t i a l metaphor schema from computer 
sc ience, and a novel metaphor — and it is shown 
how the i n t e r p r e t a t i o n problem fo r each can be 
t rans la ted i n t o a se lec t i ve ln ferenc ing problem and 
solved by the ord inary operat ions of the system. 
This framework sheds l i g h t on the analog ica l 
processes that under l ie metaphor and begins to 
exp la in the power of metaphor. 

1. Metaphor is Pervasive 

I . A. Richards, in speaking of metaphor, 
s a i d , " L i t e r a l language is rare outside the cen t ra l 
parts of the sc iences. " (Richards 1936). But i t 
is rare even in the cen t ra l parts of the sciences. 
Consider f o r example the fo l l ow ing tex t from 
computer sc ience. It comes from an a lgor t ihm 
desc r ip t i on in the f i r s t volume of Knuth's Ar t of 
Computer Programming, Vo l . 1, p. 417, and is at 
but one remove from the domain's most formal mode 
of expression. 

"Given a po in ter PO, t h i s a lgor i thm sets the 
MARK f i e l d to 1 in NODE(PO) and in every other node 
which can be reached from NODE(PO) by a chain of 
AL1NK and BLINK po in ters in nodes w i t h ATOM - MARK 
= 0. The a lgor i thm uses three pointer va r i ab les , 
T, Q, and P, and modif ies the l i n k s and con t ro l 
b i t s dur ing i ts execut ion in such a way tha t a l l 
ATOM, ALINK, and BLINK f i e l d s are restored to t h e i r 
o r i g i n a l se t t i ngs a f t e r complet ion, al though they 
may be changed temporar i l y . " 

In t h i s tex t the a lgo r i t hm, or the processor 
that executes i t , is apparent ly a purposive agent 
tha t can perform such act ions as rece iv ing 
po in te r s ; s e t t i n g , changing, and res to r i ng f i e l d s ; 
reaching nodes; using var iab les fo r some purpose; 
modify ing l i n k s and b i t s ; and executing and 
completing i t s task . 

Nodes are apparent ly locat ions that can be 
l i nked and st rung i n t o paths by po in ters and 
v i s i t e d by the processor-agent. 

Nodes a lso seem to be containers that can 
conta in f i e l d s . 

F ie lds are a lso containers tha t can conta in 
p o i n t e r s , among other t h i ngs . In a d d i t i o n , f i e l d s 
are e n t i t l e s tha t can be placed a t , or set t o , 
locat ions on the number scale or in the s t ruc tured 

t h e i r very name, suggest ob jects 
that can po in t to a l oca t i on f o r some agent 's 
i n fo rmat ion . 

In f a c t , there i s very l i t t l e in the paragraph 
that does not res t on some s p a t i a l or agent 
metaphor. Moreover, these are not simple i so la ted 
metaphors; they are examples of la rge-sca le 
"metaphor schemata" or " roo t metaphors" (Lakoff and 
Johnson 1980) which we use to encode and organize 
our knowledge about the objects of computer 
sc ience. They are so deeply ingra ined tha t t h e i r 
metaphorical character genera l ly escapes our 
no t i ce . 

The pervasiveness of metaphor was noted as 
ear ly as the e ighteenth century by Giambatt is ta 
Vico (1744, 1968). In our century , t h i s 
observat ion has been the basis f o r a r e j e c t i o n of 
A r i s t o t l e ' s and Q u i n t i l l i a n ' s views tha t metaphor 
is mere ornament, and an e leva t ion of metaphor to 
an "omnipresent p r i n c i p l e of language" (Richards 
1936) and " the law of i t s l i f e " (Langer 1942). As 
we saw in our example, the s p a t i a l metaphor 
espec ia l l y is pervas ive. Jespersen (1922) remarked 
on t h i s . For Whorf (1939) it was a key element in 
h is view that language determines thought: the 
s p a t i a l metaphors provided by one's langauge 
determines how one w i l l normally conceptual ize 
abstract domains. The most thoroughgoing recent 
treatment of metaphor in everyday language is found 
in Lakoff and Johnson (1980); they i d e n t i f y the 
core metaphors that under l i e our t h ink ing about a 
vast array of domains, and argue that we can 
understand the domains only by means of these 
metaphors. The Fundamental Ins igh t that informs 
a l l t h i s work is t h i s : metaphor is pervasive in 
everyday discourse and is essen t ia l in our 
conceptual izat ions of abstract domains. The aim of 
t h i s paper is to present a computational treatment 
of metaphor that can accommodate t h i s Fundamental 
I n s i g h t . 

2. Some Frameworks fo r I nves t i ga t i ng Metaphor 

The e a r l i e s t de ta i led proposal in 
computational l i n g u i s t i c s f o r handl ing metaphor was 
that of Russel l (1976). Her proposal concerns 
abstract uses of verbs of motion and involves 
l i f t i n g se lec t iona l const ra in ts on the arguments of 
the verb whi le keeping f i xed the topo log ica l 
proper t ies of the mot ion, such as source, path and 
goa l . Thus, to handle " the ship plowed through the 
sea, " we l i f t the r e s t r i c t i o n on "plow" that the 
medium be ear th and keep the property tha t the 
motion is in a subs tan t i a l l y s t r a i g h t l i n e through 
some medium. 

85 



Russel exempl i f ies an approach that f inds i t s 
most complete development in Levin (1977), 
Metaphor is t rea ted as a species of semantic 
deviance; s e l e c t i o n a l cons t ra in ts are l i f t e d u n t i l 
the expression can s a i l through the in te rp re te r 
w i thout d i f f i c u l t y and wi thout e f f e c t . But the 
problem of i n t e r p r e t i n g " the ship plowed through 
the sea" is not to avoid r e j e c t i n g the sentence 
because the sea is not e a r t h , but to no t i ce the 
s i m i l a r i t y of the wedge-shaped plow and the wedge-
shaped bow of a sh ip and the wake that each leaves, 
and perhaps more impo r t an t l y , to take note of the 
sh ip ' s steady, inexorable progress. Any approach 
to metaphor tha t does only the f i r s t of these is 
not a way of i n t e rp re t i ng metaphors, only of 
Ignor ing them. Under t h i s v iew, the Fundamental 
I ns igh t is simply b iza r re and i n e x p l i c a b l e . 

A more product ive approach to metaphor 
i n t e r p r e t a t i o n can be based on work in mainstream 
na tu ra l language processing. One of the p r i n c i p a l 
t h rus ts of na tu ra l language processing research in 
the l as t decade has been to develop frameworks in 
which in ferences can be drawn s e l e c t i v e l y . One 
reason tha t such systems are needed is that i t is 
d i f f i c u l t , i f not impossib le, to axiomatize in a 
cons is tent manner any domain more complex than set 
theory . However another reason is that there are 
too many t rue inferences that can be drawn in a 
s p e c i f i c s i t u a t i o n and most of them are i r r e l e v a n t . 
A great deal of work in na tu ra l language processing 
can be viewed as addressing t h i s problem ( i nc l ud i ng 
Hobbs 1976, Joshi and Rosenscheln 1976, Grosz 1977, 
Schank and Abelson 1977, and Mann, Moore and Levin 
1977). 

Metaphor i n t e r p r e t a t i o n in such a framework 
becomes the problem of drawing c e r t a i n inferences 
and r e f r a i n i n g from drawing other in fe rences. 
Consider a simple case. Suppose it were not a 
c l i c h e to c a l l someone a hog. How would we go 
about i n t e r p r e t i n g the sentence 

(1) John is a hog. 

Let us suppose our i n i t i a l l o g i c a l representa t ion 
f o r t h i s i s 

hog(J ) . 

There are a number of th ings we might i n f e r from 
the f a c t that some e n t i t y is a hog, among them 

hog(x) —> f a t ( x ) 
hog(x) —> overcon8ume(x,y), food(y) 
hog(x) —> s loppy(x) 
hog(x) —> has - fou r - l egs (x ) 

The problem we are faced w i t h in i n t e r p r e t i n g (1) 
is the problem we are always faced w i t h in 
i n t e r p r e t i n g a tex t — determining which inferences 
it is appropr ia te to draw from what we've been 
t o l d . Depending on the s i t u a t i o n , we may want to 
i n f e r " f a t ( J ) " , or "overconsume(J,F)" where 
" f ood (F ) " , or simply "overconeume(J,X)" where X is 
some other quan t i t y such as a road John is d r i v i n g 
on. The in ference that John has four legs is 
presumably re jec ted because of s t rong reasons to 
be l ieve the con t ra ry . One may or may not i n f e r 
tha t John is s loppy, depending on context or other 
f a c t o r s . 

Our approach then is to say tha t "John is a 
hog" conveys at least the in fo rmat ion that "John is 
a hog" , but that the var ious inferences that one 
could draw from the sentence, 

Porky is a hog, 

are simply not ava i l ab le to us in the case of John. 
In p a r t i c u l a r , most of the inferences that 
correspond to the var ious features of the v i sua l 
image evoked by the word "hog" are not appropr ia te . 

If i n t e r p r e t i n g a metaphor is a matter of 
se lec t i ng the r i g h t in fe rences, then we must ask 
how the inferences are to be se lec ted . There have 
been several i n t e r e s t i n g proposals . 

One is the proposal of Ortony, whose no t ion of 
" f e a t u r e " is probably equivalent to the AI no t ion 
of i n fe rence . In a metaphor one is comparing an 
e n t i t y in a "new domain" (Richards (1936) ca l l ed 
t h i s e n t i t y the " t e n o r " , Ortony the " t o p i c " ) w i t h 
an e n t i t y in an " o l d domain" ( the " v e h i c l e " ) . 
Ortony (1979) has suggested a breakdown of the 
knowledge in the o ld and new domains i n t o 
c l a s s i f i c a t o r y f a c t s , other h igh-sa l ience f a c t s , 
and low-sal ience f a c t s . C l a s s i f i c a t o r y fac ts are 
not t rans fer red from the veh ic le to the tenor . 
Thus, from "John is a hog" we do not i n f e r that 
John is a farm animal . What get t rans fe r red from 
the veh ic le to the tenor are other h igh-sa l ience 
fac t s whose cor re la tes in the tenor are of low 
sa l ience . I t is a h igh-sa l ience fac t that hogs 
overconsume, a low-sal ience fac t that John 
overconsumes. The e f f ec t of the metaphor is to 
b r ing to the fo re t h i s low-sal ience fac t about 
John. 

Another i n t e r e s t i n g proposal is tha t of 
Winston (1978). He presents an a lgor i thm in which 
proper t ies are t rans fe r red from the veh ic le to the 
tenor if they are extremes on some sca le , are known 
to be important, or serve to d i s t i n g u i s h the 
veh ic le from other members of its c l a s s . Thus, 
p roper t ies of hogs tha t were not shared by other 
farm animals would be t r a n s f e r r e d . 

Recently Carbone11 (1981) has proposed a 
d i v i s i o n of inferences i n t o a he l rarchy w i t h 
inferences about goa ls , p lanning and causes at the 
top and monadic desc r i p t i ve inferences and 
inferences about re levant ob jects at the bottom. 
He argues that those near the top of the h ierarchy 
are ca r r i ed over from the veh ic le to the tenor more 
o f ten than those near the bottom. Gentner (1980) 
has s i m i l a r l y shown tha t r e l a t i o n s , i . e . dyadic 
p red ica tes , are ca r r i ed over more o f ten than 
monadic p red ica tes . 

However, none of these approaches takes into 
account the tex t in which the metaphor is embedded. 
The approach taken in t h i s paper is to subsume the 
metaphor i n t e r p r e t a t i o n problem under the more 
general problem of making sense of a discourse as a 
whole. In previous work ( e . g . Hobbs 1976) I have 
inves t iga ted the idea that the inferences tha t i t 
is re levant to draw are the inferences requi red to 
solve var ious discourse problems, l i k e recogniz ing 
coherence, f o r c i ng congruence between predicates 
and t h e i r arguments, and anaphora and ambiguity 
r e s o l u t i o n . To take a simple ( l i t e r a l ) example, 
consider 
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(2 ) John p icked up a book. 3. A S p a t i a l M e t p h o r Schema 

I t la sometimes t r u e t ha t books have tab les o f 
c o n t e n t s , and sometimes I t is re levan t . But t he re 
is no reason, g iven (2 ) a lone , t h a t we would 
necessa r i l y want to draw the In ference t h a t John'a 
book has a t a b l e of con ten ts . However, if the next 
sentence in the t e x t is 

He turned to the t a b l e of con ten ts , 

then we can be sure t h a t the in ference is both t r u e 
and re levan t . * 

To take a metaphor ica l example, cons ider 

Mary eats l i k e a b i r d , but John is a hog. 

In order to recognise the con t ras t coherence 
r e l a t i o n (see Hobbs 1978) ind icated by " b u t " , we 
must draw the in ference t h a t John overconsumes 
f ood . Other poss ib le inferences about hogs are not 
drawn, not so much because they would r e s u l t in an 
incons is tency , but because no d iscourse problem 
requ i r es them to be drawn. 

More s p e c i f i c a l l y , I am assuming a framework 
e x e m p l i f i e d by the DIANA system, implemented at SRI 
f o r the a n a l y s i s of d i scou rse . The system may be 
descr ibed b r i e f l y as f o l l o w s . I t accepts a t e x t 
t r a n s l a t e d by a s y n t a c t i c f r o n t - e n d in to p red i ca te 
ca l cu lus fo rmu lae , and draws those in fe rences 
necessary to so lve the d iscourse problems posed by 
the t e x t . The l n f e r e n c l n g process is s e l e c t i v e and 
d r i v e n by a c o l l e c t i o n of d iscourse opera t ions 
which t r y to do such th ings as reso lve pronoun and 
d e f i n i t e noun phraae re fe rences , f i n d the s p e c i f i c 
i n t e r p r e t a t i o n s o f genera l p red ica tes i n contex t 
( " p r e d i c a t e i n t e r p r e t a t i o n " ) , r econs t ruc t the 
i m p l i c i t r e l a t i o n between the nouns in compound 
nomlna ls , and recognise coherence r e l a t i o n s between 
successive p o r t i o n s of the t e x t . The opera t ions 
s e l e c t in fe rences f rom a l a rge c o l l e c t i o n of axioms 
rep resen t i ng knowledge of the wor ld and the 
language. Associated w i t h the p o t e n t i a l inferences 
are measures of sa l i ence which change as the 
contex t changes. These he lp determine which 
i n fe rences are drawn by the opera t iona and hence 
how the t e x t la i n t e r p r e t e d . The c o n t r o l s t r u c t u r e 
is such t h a t the sys tem does not t r y to so lve the 
d iscourse problems independent l y , but r a t h e r seeks 
the moat economical i n t e r p r e t a t i o n of the sentence 
as a whole . A more thorough d e s c r i p t i o n of the 
p r i n c i p l e s u n d e r l y i n g t h i s system can be found in 
Hobbs (1976, 1977, 1979, 1980s) and ita ou tput la 
e x h i b i t e d in Hobbs (1980b) . 

Next we go through two examples in d e t a i l — a 
s p a t i a l metaphor schema and a nove l metaphor. The 
f i r s t haa been handled by the DIANA system. The 
second has n o t , but out framework never the less 
sheds l i g h t on how the i n t e r p r e t a t i o n would 
proceed. 

Note t h a t we s t i l l need the normat ive knowledge 
t h a t books o f t e n have tab les of con ten t s , even 
though the t e x t i s q u i t e e x p l i c i t . I f John had 
tu rned to the door , we would not have assumed the 
book had a door . 

Metaphors t h a t tap in to our s p a t i a l knowledge 
are e s p e c i a l l y power fu l s i nce our knowledge o f 
s p a t i a l r e l a t i o n s h i p s i s so e x t e n s i v e , so r i c h , and 
so h e a v i l y used. As soon aa the basis f o r the 
s p a t i a l metaphor i s e s t a b l i s h e d , then i n our 
t h i n k i n g about a new domain we can beg in to borrow 
the ex tens ive machinery we have f o r reasoning about 
s p a t i a l r e l a t i o n s h i p s . For example, once I say 
t h a t 

(3) N is at s e r o , 

and i n t e r p r e t it as 

( 4 ) The va lue of N is equal to se ro , 

then I have tapped i n t o a l a r g e network of o the r 
poss ib le uses . I can now say 

N goea f rom 1 to 100 

to mean 

The value of N successively equals integers 
from 1 to 100. 

I can say 

N approaches 100 

to mean 

The d i f f e r e n c e between 100 and the va lue of 
N becomes s m a l l e r . 

the s imple I d e n t i f i c a t i o n of (3 ) and (4 ) we have 
bought i n t o the whole complex of s p a t i a l 
t e rm ino logy . 

In terms of a system f o r s e l e c t i v e 
l n f e r e n c l n g , what we mean when we aay t h a t our 
s p a t i a l te rmino logy l a a n i n t r i c a t e network l a t h a t 
there a re a g rea t many axioms t ha t r e l a t e the 
va r ious a p a t l a l p r e d i c a t e s . The concept o f 
l o c a t i o n — the p red i ca te " a t " — la a t the hear t 
of this network because ao many of the axioms r e f e r 
to it. For example, we might d e f i n e " g o " by means 
o f axioms l i k e 

g o ( x , y , s ) & a t ( w l , x , y ) * a t ( w 2 , x , s ) 
—> become(wl,w2) 

t h a t i s , if x goes from y to s and w1 is the 
c o n d i t i o n of x being at y and w2 la the c o n d i t i o n 
of x being at z, then there la a change of s t a t e , 
or a "becoming" , f rom wl to w2. S i m i l a r l y , p a r t o f 
the meaning of " s w i t c h " can be encoded in the axiom 

s w l t c h ( x , y l , y 2 ) & a t ( w l l , y l , s l ) 6 
a t ( w l 2 , y l , s 2 ) 6 a t ( w 2 1 , y 2 , z l ) 
* a t (w22,y2 ,z2) —> cauee(x» 
become(and(wl l ,w22) ,and(v l2 ,w21)) ) . 

That i s , i f x swi tches y1 and y2 and wi j i s the 
c o n d i t i o n o f y l being * t s j , then x causes a 
"becoming" or t r a n s i t i o n from the s t a t e in which 
w l l and w22 ho ld to a s t a t e in which w l2 and w21 
h o l d . 
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We v e r t able to e s t a b l i s h the metaphor "a 
va r i ab le at an e n t i t y at a l o c a t i o n " simply by 
i d e n t i f y i n g (3) and ( 4 ) . In our formalism we can 
ea tab l i sh the metaphor w i t h s i m i l a r s i m p l i c i t y by 
inc lud ing the f o l l o w i n g axiom: 

(5 ) va r i ab le ( x ) * va lue(w,y ,x ) a t ( v , x , y ) 

That i s , i f x is a va r i ab le and w la the cond i t i on 
of y being its va lue , then w is a lso the cond i t i on 
of x being at y. 

This simple device of i d e n t i f y i n g " e q u a l i t y " 
w i t h "being a t " g ives ua en t ry i n t o an e n t i r e 
metaphor schema. The schema la repreaented by a 
c o l l e c t i o n of axioms tha t are i n t r i c a t e l y woven 
together by t h e i r reference to a smal l aet of 
common p red ica tes . The schema la tapped f o r 
metaphor ical purposes by means of axioms l i k e ( 5 ) , 
enabl ing us to t r ans fe r to one domain the s t r u c t u r e 
of another, more thoroughly understood domain. 

A discourse ope ra t i on , which in Hobba (1977) 
waa ca l l ed pred icate i n t e r p r e t a t i o n , uses axioms 
l i k e (S) to a r r i v e a t i n te rp re ta t i ons o f c e r t a i n 
metaphor ical expressions. The idea behind the 
opera t ion is tha t most ut terances make very general 
or ambiguous so r t s of p red ica t ions and tha t par t of 
the job of comprehension is to determine the very 
s p e c i f i c or unambiguous meaning tha t was in tended. 
Thus, someone might make the general statement, 

I went to London, 

expect ing us to be able to I n t e r p r e t i t as 

1 f l ew to London in an a i r p l a n e , 

ra the r than as swimming, s a i l i n g , wa lk ing , or any 
of the myriad other manners of going. In the case 
of ( 3 ) , we are expected to determine which of the 
many ways one th i ng can be at another is intended 
i n t h i s p a r t i c u l a r caae. That i s , ra ther than 
determin ing what we can i n f e r from what is s a i d , we 
t r y to determine what the speaker had in mind from 
which he in fe r red what he s a i d . In terms of our 
n o t a t i o n , suppose C is a general p ropos i t i on and S 
a s p e c i f i c one and 

is an axiom expressing a f a c t tha t a speaker and a 
l i s t e n e r mutual ly know. The speaker u t t e r s G in 
the expectat ion t ha t the l i s t e n e r w i l l i n te rp re t t 
as S. The l i s t e n e r must locate and use the axiom 
to determine the s p e c i f i c i i n t e r p r e t a t i o n . 

In t h i s manner, axiom (5) provides one 
poss ib le i n t e r p r e t a t i o n o f ( 3 ) , i n t h a t i t 
spec i f i es one of the many ways in which one t h i ng 
can be at another , which the speaker may have 
meant. When a metaphor ica l use of "go " or " s w i t c h " 
or any of the other s p a t i a l predicates is 
encountered, axiom (5) combines w i t h the axioms 
d e f i n i n g the s p a t i a l p red ica te i n terms o f " a t " t o 
g ive us the co r rec t i n t e r p r e t a t i o n . 

An a l t e r n a t i v e to t h i s approach might seem to 
be to i n fe r intended meaning from what was s a i d . 
We would use axioms not of the form "3—>G" but of 
the form 

where G is the general p ropos i t i on tha t is 
e x p l i c i t l y conveyed, the C i ' s are cond i t ions 
determinable from con tex t , and M is the intended 
meaning. For i n t e r p r e t i n g ( 3 ) , t h i s would requ i re 
an axiom l i k e 

(6) a t ( w , x , y ) * v a r i a b l e ( x ) va lue (w ,y , x ) , 

tha t is, if w is the cond i t i on of x being at y and 
x ia a v a r i a b l e , then w is a lso the cond i t i on of y 
being the value of x. To i n te rp re t (3) we would 
search through a l l axioms f o r axioms t h a t , l i k e 
( 6 ) , have " a t " in the antecedent, check whether the 
other conjuncts in the antecedent were t r u e , and i f 
so , conclude that the axiom's consequent was the 
intended meaning. This would be equiva lent to a 
" d i s c r i m i n a t i o n - n e t " approach to word-sense 
disambiguat ion ( e . g . Rieger 1978), in which one 
t r a v e l s down a t r e e - l i k e s t r u c t u r e , branching one 
way or the other according to whether some 
cond i t i on ho lds , u n t i l a r r i v i n g a t a unique 
s p e c i f i c i n t e r p r e t a t i o n at the bottom. The 
d i f f i c u l t y w i t h th is-approach is t ha t i t supposes 
we could a n t i c i p a t e at the outset a l l the ways the 
meaning of a word could be inf luenced by con tex t . 
For metaphors we would have to be able to decide 
beforehand on a l l the prec ise cond i t ions lead ing to 
eech i n t e r p r e t a t i o n . I t i s h igh l y implaus ib le tha t 
we could do t h i s f o r f a m i l i a r metaphors, and f o r 
novel metaphors the whole approach co l lapses . 

4. A Novel Metaphor 

Our next example I l l u s t r a t e s how we can 
repreaent a metaphor tha t depends on an e laborate 
analogy between two complex processes. The 
metaphor comes from a Newsweek a r t i c l e ( Ju l y 7, 
1975) about Gerald Ford's vetoes of b i l l s Congress 
has passed. A Democratic congressman complains: 

(7) We i n s i s t on serv ing up these veto p i tches 
tha t come over the p l a t e the e lse 
of a pumpkin. 

I t i s c lea r from the res t o f the a r t i c l e in which 
t h i s appears that t h i s means tha t Congress has been 
passing b i l l s t ha t the President can eas i l y veto 
w i thout p o l i t i c a l damage. There are a number of 
problems ra laed by t h i s example, but the only onea 
we w i l l addrees are the quest ions of how to 
represent and I n t e r p r e t "ve to p i t ches tha t come 
over the p l a t e " . 

The analogy here is between Congress sending a 
b i l l to the Preeldent to s ign or veto end a p i t c h e r 
throwing a basebal l past a b a t t e r to miss or h i t . 
Let us t r y to encode each of the processes f i r s t , 
then e s t a b l i s h the l i n k s between them, and then 
show how a na tu ra l language system might d iscover 
them. 

The fac ta about a b i l l are as f o l l o w s . The 
p a r t i c i p a n t s are Congress, the b i l l , and the 
Pres iden t . Congress sends a b i l l to the Pres iden t , 
who then e i t h e r signs it or vetoes it. We assume 
there is an e n t i t y C, Congress. To encode the f a c t 
t ha t C is Congress, we could w r i t e 
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Congress(C). the missing m of the b a l l y by the ba t t e r z, 

But i t w i l l prove more usefu l to assume there is a 
cond i t i on — c a l l i t CC — which is the cond i t i on 
of C being Congress. We represent t h i s 

Congress(CC,C). 

S i m i l a r l y , there are e n t i t i e s B, CB, P, and CP, 
w i t h the p roper t ies 

b l l l ( C B , B ) , 

i . e . CB is the cond i t i on of B being a b i l l , and 

Preeident(CP,P), 

i . e . CP is the cond i t i on of P being the Pres ident . 
There are three re levant ac t i ons , c a l l them SD, SG, 
and VTV w i t h the f o l l o w i n g p rope r t i es : 

send(SD,C,B,P), 

i . e . SD is the a c t i o n by Congress C of sending the 
b i l l B to the President P; 

s ign(SG,P,B), 

i . e . SG is the ac t i on by the President P of 
s ign ing the b i l l B; and 

veto(VT,P,B) , 

i . e . VT is the ac t i on by the President P of 
ve to ing the b i l l B. There is the cond i t i on — c a l l 
it OSV — in which e i t h e r the s ign ing SG takes 
place or the ve to ing VT takes p lace: 

or(OSV,SG,VT). 

F i n a l l y , there is the s i t u a t i o n or cond i t i on , TH, 
of the occurrence of the sending SD fo l lowed by the 
a l t e r n a t i v e ac t i ons OSV: 

then(TH,SD,OSV). 

The corresponding fac ts about basebal l are as 
f o l l o w s : There are a p i t che r x, a b a l l y, and a 
b a t t e r z, and there are the condi t ions ex, cy , and 
c z , of x, y, and z being what they a r e : 

p l t c h e r ( c x , x ) 
b a l l ( c y . y ) 
b a t t e r ( c s , z ) . 

The ac t ions are the p i t c h i n g p by the p i t che r x of 
the b a l l y to the ba t t e r s , 

p i t c h ( p , x , y , z ) ; 

Where i n d i v i d u a l constants , C, CC, B, . . . , were 
used in the Congressional b i l l schema, un i ve r sa l l y 
q u a n t i f i e d v a r i a b l e s , x , ex, y , • • • , are used here . 
This is because the basebal l schema is general 
knowledge tha t w i l l be appl ied to the spec i f i c 
s i t u a t i o n i n v o l v i n g Congress and the Pres ident . I t 
is a c o l l e c t i o n of axioms that get i ns tan t i a ted in 
the course of i n t e rp re t i ng the metaphor. 

m l s s ( a , s , y ) ; 

and the h i t t i n g h of y by z, 

h i t ( h , y , z ) . 

Let omh represent the cond i t i on of one or the other 
of m and h occu r r i ng , 

or(omh,m,h), 

and th the s i t u a t i o n of the p i t ch i ng p fo l lowed by 
e i t h e r m or h, 

then( th ,p ,omh) . 

The l inkage es tab l ished by the metaphor is 
among other t h i n g s , between the b i l l and the b a l l . 
But i t is not enough to say t h a t B, in a d d i t i o n to 
being the b i l l , is a lso in some sense a b a l l , j u s t 
as B has other p rope r t i es , say, being concerned 
w i t h federa l housing loans, being p r i n ted on paper, 
and conta in ing seventeen subsect ions. The metaphor 
is s t ronger . What the metaphor t e l l s us is tha t 
the cond i t i on of B being the b i l l is indeed the 
cond i t i on of B being a b a l l . S im i la r l i n k s are 
establ ished among the o ther p a r t i c i p a n t s , a c t i o n s , 
and s i t u a t i o n s . That i s , the basebal l schema is 
i n s t a n t i a t e d w i t h the e n t i t l e s of the Congressional 
b i l l schema, leading to the f o l l ow ing set o f 
p ropos i t i ons : 
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Although a l l o f t h i s has been described in 
terms of schemata, a schema in t h i s framework is 
simply a c o l l e c t i o n of poss ib ly very complex axioms 
tha t are i n t e r r e l a t e d by the co-occurrence of some 
of the same pred ica tes , perhaps together w i t h some 
metaknowledge f o r c o n t r o l l i n g the use of the axioms 
in l n f e r e n c l n g . The l inkage between the two 
schemata does not requi re some spec ia l "schema-
mapping" opera t ion , but only the assumption of 
i d e n t i t y between the corresponding cond i t i ons , j u s t 
as in the previous example we i d e n t i f i e d " e q u a l i t y " 
w i t h "being a t " . I t is because of the mechanisms 
o f se lec t i ve ln fe renc lng tha t t h i s w i l l do. Thus, 
to represent the metaphor, we do not have to extend 
our formal ism beyond what was required f o r the 
f i r s t example, nor indeed beyond what is required 
f o r nonmetaphorlcal d iscourse. 

No na tu ra l language processing system e x i s t i n g 
today could der ive (7) from ( 8 ) . Nevertheless, we 
can see the basic o u t l i n e of a s o l u t i o n w i t h i n the 
s e l e c t i v e ln fe renc lng framework: The congressman 
s a i d , "We ins i s t on serv ing up these veto p i tches 
• • • • " For someone to serve up a p i t c h is f o r him 
to p i t c h . This leads to the i d e n t i f i c a t i o n o f 



Congress w i t h the p i t c h e r . To I n t e r p r e t the 
compound nominal "ve to p i t c h " , we must f i n d the 
most s a l i e n t , p laus ib le r e l a t i o n between a veto and 
a p i t c h * From our knowledge about vetoes, we know 
tha t Congress auet f i r s t the b i l l t o the 
Pres ident . Proa our knowledge about p i t c h i n g , we 
know tha t f o r the Congress/pi tcher to p i t c h , I t 
must a " b a l l " to a " b a t t e r " . We have a match 
on the pred ica te "send" and on the agents of the 
sendlngs, Congress. We can complete t h i s match by 
assuming the b i l l is the b a l l and the President is 
the b a t t e r . 

Ve have almost a complete match between the 
two s i t u a t i o n s . The analogy w i l l be completed when 
we determine which of the var ious possib le act ions 
tha t a ba t t e r can perform corresponds to the 
Pres ident ' s ve to . But t h i s is j u s t what we need to 
complete the r e l a t i o n between " ve to " and " p i t c h " in 
the compound nominal . By some means w e l l beyond 
the scope of t h i s paper to d iscuss , "p i t ches tha t 
come over the p la te the s i t e of a pumpkin" must be 
in te rpre ted to mean tha t the b a l l is easy f o r the 
ba t t e r to h i t . If we assume maximum redundancy — 
tha t a veto p i t c h and a p i t c h tha t comes over the 
p l a t e the e lse of a pumpkin are roughly the same 
t h i n g — then we assume tha t the p i t c h is a 
b i l l / b a l l t ha t the Congress/pi tcher sends to the 
P res iden t /ba t te r which he then f i nds eaay to 
v e t o / h i t . The analogy is complete. 

As w i t h a l l metaphorical expressions, as 
indeed w i t h any express ion, there w i l l be a number 
of inferences we w i l l not want to draw in t h i s case 
— f o r example, tha t B is spher ica l and has 
s t i t c h i n g . But t h i s metaphor invokes other 
inferences tha t we do accept , inferences tha t would 
not necessar i ly f o l l o w from the f ac t s about the 
American government. I t suggests, f o r example, 
t ha t Congress and the President are adversar ies in 
the same way tha t a p i t c h e r and a ba t t e r a r e , and 
t ha t from the Pres ident 's perspect ive i t is good 
f o r him to veto a b i l l Congress has passed and bad 
f o r him to s ign i t . What we know about the 
adversary r e l a t i o n s h i p in basebal l is v i v i d and 
unambiguous, and here in l i e s the power of the 
metaphor. 

5. Metaphor and Analogy 

In the examples of Sections 3 and 4, aa w e l l 
as in the "John is a hog" example of Sect ion 2, we 
have seen the same broad processes at work. They 
can be summarised as f o l l o w s : There are two 
domains, which we may c a l l the new domain, or the 
domain which we are seeking to understand or 
e x p l i c a t e , and the or the domain in 
terms of which we are t r y i n g to understand the new 
domain and which provides the metaphor. Richards 
(1936) r e f e r s to these as the tenor end the 
v e h i c l e , r e s p e c t i v e l y . In our examples the new 
domains are John's na tu re , computer sc ience, and 
the workings of the American government. The o ld 
domains are a hog's n a t u r e , s p a t i a l r e l a t i o n s h i p s , 
and baseba l l . For each o l d domain, we can 

Such assumptions a re common in i n t e r p r e t i n g 
d iscourse . In f a c t , they c o n s t i t u t e one o f the 
p r i n c i p a l mechanleme f o r reso l v ing pronouns snd 
i m p l i c i t arguments (see Hobbs 1979). 

Bach of the examples can be viewed as s e t t i n g 
up a l i n k between the basic concepts of a new 
domain and an o ld domain, in order tha t complex 
concepts or r e l a t i onsh ips w i l l car ry over from the 
o ld to the new. The f o l l ow ing diagram i l l u s t r a t e s 
t h i s : 

This diagram is f a m i l i a r from Galois theory , 
a lgebra ic topology, and category theory ( e . g . 
A r t i n 1959). One can prove theorems in one domain 
( f o r example, the category of f i e l d s ) by 
cons t ruc t ing a " f u n c t o r " to map i t s ob jects and 
r e l a t i o n s i n t o the ob jec ts and r e l a t i o n s of another 
domain ( f o r example, the category of groups), 
prov ing the theorem in the second domain, and using 
the inverse func tor to map It back i n t o the 
o r i g i n a l domain. 

The diagram i l l u s t r a t e s a general paradigm f o r 
ana log ica l reasoning. To reaaon in a new domain 
about which we may know l i t t l e , we map it in to an 
o ld domain, do the reasoning in the o l d domain, and 
map the resu l t s back i n t o the new domain. To make 
use of t h i s paradigm, in our framework, f o r 
understanding the proceases of metaphor, we have 
had to spec i fy the nature of the l i n k s in the 
diagram. The ho r i son ta l l i n k s are rea l i sed by 
means of axioms l i k e (5) in the case of f rozen 
metaphors and by means of impl lca tures l i k e (8) in 
the case of novel metaphors. The v e r t i c a l l i n k s in 
the diagram are rea l i sed by the c o l l e c t i o n s of 
axioms encoding the re l a t i onsh ips between basic and 
complex concepts. 

in t h i s framework, we can begin to understand 
why metaphors are used and why they are so 
pervasive. Any discourse is b u i l t on a shared 
knowledge base of poss ib le in ferences. By means of 
h i s u t te rances , the speaker p lan ts Inferences in 
the l i s t e n e r ' s head. The r i c h e r the shared 
knowledge base, the more economical, or 
e q u l v a l e n t l y , the more suggest ive, the discourse 
can be. Metaphor la a decept ive ly simple device 
f o r en la rg ing the knowledge base. By using an apt 
metaphor to map a new, unce r t a i n l y understood 
domain into an o l d , wel l -understood domain, such as 
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s p a t i a l r e l a t i o n s h i p s , we g a i n access to a more 
ex tens ive c o l l e c t i o n o f axioms connect ing the basic 
and complex l e v e l s , thereby secur ing a more c e r t a i n 
grasp on the new domain conceptua l l y and p r o v i d i n g 
i t w i t h a r i c h e r vocabulary l i n g u i s t i c a l l y . I t i s 
reasonable to hope t ha t much of the t i n e the 
o r d i n a r y d iscourse o p e r a t i o n s , based on s e l e c t i v e 
i n f e r e n c i n g , w i l l i nsu re t ha t the r i g h t inferences 
are drawn and the wrong ones a r e n ' t . 
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