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This paper describes a new p ro jec t at the 
Un i ve rs i t y of I l l i n o i s in computer l e a r n i n g . The 
phenomenon under study is a kind of " i n s i g h t 
l ea rn i ng " of procedural schemata. The system 
described here is designed to grasp some p r i n c i p l e 
under ly ing a na tu ra l language i n p u t . The 
under ly ing p r i n c i p l e r esu l t s in a new schema fo r 
the system. Once acqu i red, the schema serves the 
same purpose as the other schemata in the system: 
i t a ids in processing fu tu re na tu ra l language 
i npu ts . 

The neu t ra l term "schema" ra ther than " f rame" 
(Minsky (1975), Charniak (1976)) or " s c r i p t " 
(Schank A Abelson (1977)) is used to r e fe r to 
knowledge chunks because a frame (which is used to 
descr ibe s t a t i c ob jec ts as we l l as progressions of 
world s i t u a t i o n s ) is too general a n o t i o n , and the 
no t ion behind a s c r i p t is- too s p e c i f i c . Sc r ip t s 
cannot be made to f i t a novel s i t u a t i o n nor are 
they designed to represent the more abs t rac t 
concepts tha t t h i s system w i l l need. 

The process that the system uses is ca l l ed 
explanatory schema a c q u i s i t i o n . The basic idea 
behind i t is that the causal connections in an 
understood representa t ion of a new input can be 
used to propose and propagate cons t ra in t s on s l o t 
f i l l e r s . That i s , from one p a r t i c u l a r instance of 
a s i t u a t i o n the system can "reason out " the a 
general s t r uc tu re under ly ing that ins tance . The 
system is there fore capable of learn ing from j u s t 
one example. 

There has been much work in the past on 
learn ing systems which s t a r t from a s ta te of very 
l i t t l e or no i n i t i a l knowledge ( f o r example, Minsky 
and Papert (1969), Meisel (1972) ) . To a large 
ex ten t , these systems f a i l e d to l i v e up to the 
expectat ions of researchers. More recen t l y , 
l ea rn ing and knowledge a c q u i s i t i o n systems have 
been constructed on a f i r m foundat ion of r i c h 
i n i t i a l knowledge (Lenat (1976) , Soloway (1977) , 
Buchanan and M i t c h e l l (1973), McDermott (1979), 
Se l f r i dge (1980) ) . 

The work reported in t h i s paper was supported in 
par t by the Of f i ce of Naval Research under conract 
N00014-7S-C-0612. 

The system described here is a knowledge based 
one. It must conta in much background in format ion 
on how the world behaves and on the goals and 
mot iva t ions of people. Prom t h i s , i t is able to 
learn more about the behavior of the wor ld . 

In the example below assume the system does 
not yet have schemata f o r kidnap or e x t o r t i o n . I t 
does, however, possess a considerable quan t i t y of 
background in fo rmat ion about s t e a l i n g , ba rga in ing , 
the use of normal phys ica l ob jec t s , and goals of 
people, companies and i n s t i t u t i o n s . Some of t h i s 
knowledge is in the form of other schemata already 
b u i l t i n t o the system. 

Par is po l i ce d isc losed Tuesday that 
a man who i d e n t i f i e d h imsel f Jean 
Maraneux abducted the 12 year o ld 
daughter of wealthy Pa r i s ian businessman 
Michel Boul lard l a t e l a s t week. Boul lard 
received a telegram demanding that 1 
m i l l i o n f rancs be l e f t in a lobby waste 
basket of the crowded Pompidou Center in 
exchange f o r the g i r l . Asking that the 
po l i ce not i n te rvene , Boul lard arranged 
f o r the de l i ve r y of the money. His 
daughter was found wandering b l i nd fo lded 
near h i s downtown o f f i c e on Monday. 

In processing the s to ry the system w i l l be 
able to lea rn a general schema f o r processing 
kidnap s t o r i e s from t h i s one ins tance. Using 
explanatory schemata a c q u i s i t i o n , understanding is 
viewed as the process of exp la in ing input events. 
The explanat ions can then be used to genera l ize a 
s ing le event i n t o a new schema. 

In processing t h i s example w i thout a KIDNAP or 
EXTORTION schema the system cannot exp la in a l l of 
the events v ia e x i s t i n g schemata. In p a r t i c u l a r , 
e x i s t i n g schemata cannot exp la in why Maraneux might 
s t e a l Bou l l a rd ' s daughter. While t h i s i s qu i te 
c l e a r l y an instance of tak ing something that 
belongs to someone e l se , there is no mot i va t ion f o r 
i t . The daughter has no apparent value to 
Bou l l a rd , and a person, un l i ke money, cannot be 
used to acquire other valued goods. The system 
requires mot ivat ions fo r major v o l i t i o n a l act ions 
(su^h as a character invoking the STEAL schema). 
Therefore i t i s confused a t t h i s p o i n t . 
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The confusion is resolved by the next 
sentence. This input invokes the BARGAIN schema. 
The system understands the mot i va t i on f o r Maraneaux 
to i n i t i a t e the bargain ing event: he is t r y i n g to 
acquire money which it knows to be a possib le goal 
of any human. Furthermore, t h i s provides the 
mot i va t ion f o r the STEAL event . Maraneaux used the 
STEAL schema to s a t i s f y the p recond i t ion of the 
BARGAIN schema of possessing the item to be t raded. 

Resolving the confusion causes the system to 
invoke i t s explanatory schemata a c q u i s i t i o n 
procedure. This procedure does two t h i ngs . F i r s t , 
it const ruc ts a new schema composed of a STEAL 
event and a BARGAIN event where the STEAL is used 
to s a t i s f y a p recond i t i on of the BARGAIN. Second, 
cons t ra in t s on the s l o t s f o r the new schema are 
der ived from the knowledge in the systems STEAL and 
BARGAIN schemata and the s to ry as f o l l o w s : 

1) the s l o t f i l l e d by 1 m i l l i o n f rancs is 
general ized to be any amount of money. 

2) the s l o t f i l l e d by Maraneaux ( the 
kidnapper) is genera l ized to be any adu l t 
human. 

"O the s l o t f i l l e d by the daughter is 
general ized to be anyone w i th close 
personal t i e s w i th ( 4 ) . 

4) the s l o t f i l l e d by Boul lard is 
general ized to be any human who both has 
the amount of money to f i l l (1) and a 
person w i t h close personal t i e s t o f i l l 

Thus the system now has a schema that can be 
used to process a new s to ry about a person s t e a l i n g 
another person in order to trade him back f o r 
money. This i s , o f course, a f i r s t approximat ion 
to a KIDNAP schema. 

One might make the argument that learn ing the 
KIDNAP schema is unnecessary s ince the system 
cou ld , a f t e r a l l , c o r r e c t l y process the example 
input wi thout i t . Why not s imply r e l y on the more 
general p lann ing /goa l knowledge and fo rge t about 
the schemata? There are three reasons. 

F i r s t , there is an e f f i c i e n c y cons ide ra t i on . 
The more a system can re l y on pre-packaged 
schemata, the less goal f o l l o w i n g and complex 
p lanning i t w i l l have to do. 

Second, p lanning systems have proved to be 
more f r a g i l e and d i s t i n c t l y less successfu l than 
scr ip t / f rame/schema systems. I t might we l l not be 
poss ib le to b u i l d a successfu l p lanning type system 
to deal w i th an i n t e r e s t i n g domain. The problem is 

that the f r a g i l i t y of a planner is m u l t i p l i e d by 
long reasoning cha ins, a domain r i ch in 
a l t e r n a t i v e s (as the rea l world tends to be) and 
the need to invoke the planner many times in the 
course of processing an i npu t . In the proposed 
system, most of the processing is handled by the 
schema knowledge. Only when a new schema is being 
constructed or re f ined must the system resor t to 
less r e l i a b l e knowledge sources. 

F i n a l l y , scr ipt / f rame/schema systems have been 
much c r i t i c i z e d as 'ad hoc*. This is due to the 
f a c t that programmers i n v a r i a b l y b u i l l i n a l l o f 
the necessary (and no unnecessary) knowledge 
s t r u c t u r e s . A system that could acquire these 
knowledge s t ruc tu res f o r i t s e l f would help d i spe l 
that c r i t i c i s m . 

This is not the end of the learn ing process 
f o r the KIDNAP schema. The system is designed to 
r e f i n e and expand i n i t i a l schemata in the course of 
processing more s t o r i e s . We hope that the system 
w i l l be able to expand the i n i t i a l KIDNAP schema 
in to a general EXTORT schema by recogniz ing that 
o ther th ings besides people ran be s to len and 
t r a i e l back. 

The system is only in the beginning stages. 
As yet i t is not implemented. 

In conc lus ion , i t should be pointed out that 
t h i s k ind of learn ing does not depend on 
c o r r e l a t i o n a l evidence. That i s , the new schema is 
not constructed by n o t i c i n g the s i m i l a r i t i e s and 
d i f fe rences among a large number of inputs ( l i k e 
Winston (1970) or Fox & Reddy (1977) ) . Nor does it 
const ruc t spec ia l purpose knowledge s t ruc tu res from 
mor« general ones already e x i s t i n g w i t h i n the 
system ( e . g . , Lebowitz (1981) ) . Rather, the system 
is capable o f "one t r i a l " learn ing not un l i ke 
Soloway's (1977). From j u s t one kidnap s t o r y , the 
system const ruc ts a p laus ib le KIDNAP schema. This 
schema can l a t e r be re f i l l ed and expanded, but from 
the beginning it is a v iab le new schema capable of 
a id ing fu tu re process ing. 
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