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Abst rac t 

A two-dimensional t r i m - l o s s problem is con
sidered in which the c u t t i n g is two-stage but 
there are c o n s t r a i n t s on the sequencing of the 
c u t t i n g of o rde rs , A method is developed in 
which problem reduc t i on is used to generate a 
set of poss ib le c u t t i n g pa t te rns at each step 
and an h e u r i s t i c choice made of a p a t t e r n from 
tha t s e t . The sequences of pa t te rns produced, 
a l though s l i g h t l y sub-opt imal as regards t r i m -
l o s s , f u l l y s a t i s f y the sequencing c o n s t r a i n t s . 

1 . I n t r o d u c t i o n 

The t r i m - l o s s , or c u t t i n g s tock , problem 
a r i ses whenever m a t e r i a l manufactured cont inuous
ly or in la rge pieces has to be cut i n t o pieces 
of s izes ordered by customers. The basic 
problem is to so organize the c u t t i n g as to m i n i 
mize the amount of waste ( t r i m - l o s s ) r e s u l t i n g 
from the c u t t i n g . 

In the one-dimensional case order lengths of 
some ma te r i a l such as s t ee l bars have to be cut 
from the stock lengths held by the s u p p l i e r . 
Gilmore and Gomory (1961, 1963) have formulated 
a l i n e a r programming s o l u t i o n of t h i s problem, 
which also a r i ses i n the s l i t t i n g o f s tee l r o l l s , 
c u t t i n g o f metal p i p e , and s l i t t i n g o f cel lophane 
r o l i s . 

In the two-dimensional case the stock is 
held as large rec tangu la r sheets from which 
smal ler rec tang les must be c u t . Work has been 
done on t h i s problem by Gilmore and Gomory 
(1965) , who use a l i n e a r programming method, 
Adamowicz and Albano (1976) , whose method is one 
of dynamic programming, and Hinxman (1976) , us ing 
a problem reduc t ion method. Hahn (1968) con
s iders the problem tha t a r i ses when the stock 
sheets con ta in f l a w s , and gives a dynamic 
programming a l g o r i t h m . 

Dyson and Gregory (1974) consider a problem 
a r i s i n g i n the f l a t g lass i ndus t r y i n which the 
problem is not simply to determine a set of 
c u t t i n g i n s t r u c t i o n s (known as c u t t i n g pa t te rns ) 
which minimize t r i m - l o s s , but to f i n d a set 
which w h i l s t lead ing to low t r i m - l o s s are a lso 
an acceptable sequence accord ing to o ther opera
t i o n a l c r i t e r i a . The i r method is to produce a 
minimum loss set of c u t t i n g pa t te rns and then to 
f i n d an acceptable way of sequencing them. 
This repo r t descr ibes an a l t e r n a t i v e approach to 
a s i m i l a r problem, in which the sequencing and 
t r i m - l o s s c r i t e r i a are considered toge ther , 

2. Statement of the problem 

The m a t e r i a l under cons ide ra t i on is g lass . 
Each order received from a customer cons is ts of 
a demand fo r s p e c i f i e d numbers (demands) of 
pieces of each of one or more shapes, a shape 

being spec i f i ed by i t s leng th ( longer dimension) 
and breadth ( sho r te r d imension) . Each order is 
designated by a code. I f the order is fo r 
glass w i t h h igh q u a l i t y edges the f i r s t character 
of the code is " F " . We r e f e r to these as type 
F orders and to the remainder as type M o rde rs . 

The c u t t i n g of the stock sheets is a two 
stage process, and corresponding to each stage 
of the c u t t i n g there is a s t r i p p i n g process, to 
produce edges of the requi red q u a l i t y , tha t may 
be manual or automat ic . Dur ing the f i r s t stage 
of the c u t t i n g the sheet is moving in the 
d i r e c t i o n of i t s l o n g i t u d i n a l ax is and may be 
considered to have a " l e a d i n g " and a " t r a i l i n g " 
edge w i t h respect to t h i s mot ion . The f i r s t 
set of cuts are perpendicu lar to the d i r e c t i o n of 
motion and are cross c u t s . The sub-sheets 
r e s u l t i n g from the f i r s t stage o f c u t t i n g w i l l be 
cut i n t o pieces according to the corresponding 
sub -pa t te rns . 

Operat ional cons t ra i n t s on the design of 
c u t t i n g pa t te rns due to the design of the 

c u t t i n g machinery impose: 
i) an upper bound on the number of shapes in 

a sub -pa t t e rn , 
i i ) an upper bound on the number of sub-

pa t te rns in a p a t t e r n , 
i i i ) a lower bound on the d is tance of the 

f i r s t cross cut from the lead ing edge of 
the sheet , 

i v ) a lower bound on the d is tance of the 
l a s t cross cut from the t r a i l i n g edge of 
the sheet . 

The p i c k - o f f leng th of a sub-sheet or piece 
i s i t s dimension in the d i r e c t i o n o f the leng th 
of the sheet from which i t was c u t , i t s other 
dimension being i t s p i c k - o f f breadth (see f i g u r e 
1) . The s t r i p p i n g f o l l o w i n g each stage of c u t 
t i n g may be manual or automat ic . This a f f e c t s 
the reduc t ion in dimensions o f the i n i t i a l l y cut 
pieces by the s t r i p p i n g process. 

The pieces r e s u l t i n g from the c u t t i n g and 
s t r i p p i n g process are picked o f f f o r despatch 
from one of fou r l e g s , a l eg being a conveyor 
b e l t w i t h i t s associated washing and hand l ing 
f a c i l i t i e s . A l l the pieces r e s u l t i n g from the 
c u t t i n g of a sub-pa t te rn must be routed to the 
same l e g . The r o u t i n g of pieces to legs must 
be cons is ten t w i t h the dimension cons t ra i n t s on 
the legs and also w i t h the requirement tha t type 
F pieces must be p icked o f f from legs w i t h wash
ing f a c i l i t i e s . There i s a f u r t h e r r e s t r i c t i o n 
tha t pieces f o r not more than three d i f f e r e n t 
orders may be picked o f f any leg dur ing the c u t 
t i n g of any one p a t t e r n . 

The r e s t r i c t i o n s on the design of i n d i v i d u a l 
c u t t i n g pa t te rns having been descr ibed i t is now 
necessary to consider how a set of c u t t i n g 
pa t t e rns is used to prov ide i n s t r u c t i o n s f o r 
c u t t i n g a l l the orders i n a n order l i s t . 

I n i t i a l l y a c u t t i n g p a t t e r n i s se lec ted . 
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code s t a r t i n g w i t h the characters "FD" , then i t 
must not be cut u n t i l demands f o r a l l l a rger 
shapes in tha t order have been s a t i s f i e d . 

Table 1 shows the dimensions of the a v a i l 
able stock sheets. 

Table 1 

Sizes of stock sheets 

I t w i l l spec i fy the size of stock sheet to be 
used and the order pieces to be cut from t h i s 
sheet. For each shape, s, in the p a t t e r n , 
there is a number, n , such tha t if the pa t te rn 

is repeated n times the demand fo r tha t shape 

w i l l be s a t i s f i e d , w h i l s t i f the pa t t e rn i s only 
repeated n -1 times t h i s w i l l not be the case. 

The number of stock sheets cut to t h i s p a t t e r n 
w i l l be the smal lest of the ns ' s, 

s 
When t h i s has been done the o r i g i n a l order 

l i s t w i l l be converted to a new one r e f l e c t i n g 
the demands that have not yet been s a t i s f i e d . 
A new c u t t i n g pa t te rn is selected and the p ro 
cess repeated u n t i l a l l the demands have been 
s a t i s f i e d . 

Operat ional costs connected w i t h the p i c k 
ing o f f and packing of orders w i l l a f f e c t the 
choice of c u t t i n g pa t te rns and the sequence in 
which they are used. Suppose the use of a c u t 
t i n g p a t t e r n has j u s t been completed. The next 
c u t t i n g p a t t e r n to be used should inc lude a l l 
the shapes in the l a s t c u t t i n g p a t t e r n the 
demands f o r which have not yet been s a t i s f i e d . 
In a d d i t i o n , i f there were any shapes, the 
demands f o r which were s a t i s f i e d at the comple
t i o n o f use o f the l a s t c u t t i n g p a t t e r n , be long
ing to orders which inc lude other shapes, the 
demands f o r which have not been s a t i s f i e d , then 
such a shape from each such order should be i n 
cluded in the new c u t t i n g p a t t e r n . For each 
f a i l u r e to make the appropr ia te i n c l u s i o n the 
sequence break cost is i n c u r r e d . 

There is a lso an absolute cons t ra i n t on the 
sequence of c u t t i n g p a t t e r n s . I f a shape 
belongs to a loose load o rde r , which w i l l have a 

3. The t o p - l e v e l state-space 

The process of choosing and u t i l i z i n g c u t 
t i n g pa t te rns descr ibed above can be represented 
in terms of a state-space (N i l sson , 1971; chaps. 
2 , 3 ) . The s ta tes are l i s t s o f u n s a t i s f i e d 
o rde rs , and the operators are c u t t i n g pa t te rns 
together w i t h the number of times they are used. 
The s t a r t s ta te is the o r i g i n a l order l i s t and 
the goal s ta te the empty order l i s t . We requ i re 
to f i n d the path between the two f o r which the 
combined cost of t r i m - l o s s and sequence breaks 
i s min imal . 

In order tha t the resources requ i red by a 
program to compute a sequence of c u t t i n g p a t 
terns may be kept w i t h i n reasonable bounds, back
t r ack i ng must be r e s t r i c t e d . A c e r t a i n amount 
of time is a l loca ted fo r the generat ion of pos
s i b l e f i r s t p a t t e r n s . At the end of t h i s time 
the "bes t " of the generated pa t te rns is se lec ted . 
The number of t imes i t is to be used is c a l c u l 
a ted , the demands in the order l i s t are adjusted 
to take account of the pieces cut by the use of 
t h i s p a t t e r n , and the adjusted order l i s t t o 
gether w i t h the f i r s t p a t t e r n def ines the s t a r t 
ing po in t f o r the generat ion of poss ib le second 
p a t t e r n s . The process is repeated u n t i l a l l 
the demands in the order l i s t have been 
s a t i s f i e d . 

This method of working corresponds to the 
development of a path across the state-space 
graph wi thout back t rack ing . The generat ion of 
a subset of the poss ib le c u t t i n g pa t te rns at 
each step (done in the work presented here by a 
problem reduc t ion technique) corresponds to 
p a r t i a l development of the corresponding node, 
and the s e l e c t i o n of the "bes t " p a t t e r n r e p r e 
sents the a p p l i c a t i o n of an eva lua t i on f u n c t i o n . 

The eva lua t ion f u n c t i o n used in the present 
case combines a measure of the poss ib ly avo id 
able t r i m - l o s s ( i t can be determined tha t the 
c u t t i n g of some of the pieces inc luded in the 
p a t t e r n w i l l unavoidably invo lve t r i m - l o s s ) i n 
the p a t t e r n , the "urgency" (see sec t ion 6.2) of 
the pieces inc luded in i t , the cost o f sequence 
breaks tha t would occur at the present po in t in 
the sequence i f i t were used, and the poss ib le 
costs of sequence breaks tha t might occur l a t e r 
i n the sequence i f i t were int roduced a t t h i s 
p o i n t . The eva lua t i on f u n c t i o n i s no t , i n 
N i l s son ' s terms " a d m i s s i b l e " , but has been 
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chosen on the basis of experience as one whose 
use should not r e s u l t in se r i ous l y sub-opt imal 
s o l u t i o n s . 

The q u a l i t y of so lu t i ons generated w i l l be 
l i m i t e d by the correctness of the p a r t i a l d e v e l 
opment (whether the operator corresponding to the 
arc be longing to the op t ima l path from t h i s node 
is generated) and the accuracy of the eva lua t ion 
f unc t i on (whether when generated the operator is 
c o r r e c t l y i d e n t i f i e d ) . 

More complicated search s t r a t e g i e s than the 
one adopted could have been fo l l owed . A wider 
ranging search of the t o p - l e v e l state-space might 
have been performed. This would have requ i red 
the use of more computer t ime. A l t e r n a t i v e l y 
the problem reduc t ion at a node might have used 
in fo rmat ion about the path on which the node l a y , 
ra the r than simply i n fo rma t ion l o c a l to the node, 
to decide on reduc t i ons . This would requ i re a 
great deal more in fo rmat ion to be s imul taneously 
present in the s to re of the machine. The method 
chosen was one in which it seemed tha t low com
pu ta t i ona l costs would be paid f o r the f i n d i n g of 
acceptably good s o l u t i o n s . 

4. Problem reduc t ion 

When a problem reduc t ion method is app l ied to 
a complex problem, t h i s problem, or g o a l , is r e 
duced by successive ref inement to a number of 
s impler problems, subgoals, whose s o l u t i o n s , when 
taken toge ther , can be combined to prov ide a 
s o l u t i o n to the o r i g i n a l goa l . Usual ly there 
w i l l be more than one way in which the goa l , or a 
subgoal , can be broken down i n t o subgoals. It 
i s , o f course, only necessary to solve the sub-
goals corresponding to one breakdown in order to 
solve the goal or subgoal from which they were 
generated. 

A good general d e s c r i p t i o n of problem reduc
t i o n methods is given by N i l sson (1971; chaps.4, 
5 ) . Here w i l l be descr ibed only the s t r u c t u r e 
of the method used in the present work. Let G0 

be the goa l . Then there is a set of ac t ions 
( A 0 1 , A 0 2 , . . . } which may be taken towards ach iev 
ing G0 . A f t e r a c t i o n Ao n has been taken Go w i l l 

have been reduced to subgoal G, O n ' 
A O n fo l lowed On 

by the ac t ions necessary to achieve Gon w i l l 

achieve Go. Gon may be i n d i v i s i b l e . In t h i s 

case e i t h e r ' it can be achieved by some basic 
a c t i o n , in which case a s o l u t i o n to Go has been 

found,or no such appropr ia te basic a c t i o n e x i s t s , 
in which case there is no s o l u t i o n of Go i n c l u d 
ing A 0 n . I f G o n i s not i n d i v i s i b l e then i t can 

be reduced to some a c t i o n A- and a f u r t h e r sub-
Onto 

goal GQ , t h i s process being repeated u n t i l an 
i n d i v i s i b l e subgoal i s d e f i n e d . I f no s o l u t i o n 
to any subgoal of a d i v i s i b l e subgoal can be 
found then tha t h igher subgoal i s i t s e l f i n 
s o l u b l e . 

This process can be represented g r a p h i c a l l y 
(see f i g u r e 2 ) . Let GQ be the roo t of a t ree* 

Then A01, A02, • • • are represented as d i r ec ted 

arcs connect ing GO w i t h i t s successor nodes 

G01., G02 , . . a s i m i l a r represen ta t ion app ly ing 

to the connect ion of these w i t h t h e i r successors. 
A te rmina l node represents an i n d i v i s i b l e sub-
goa l . I f i t i s s o l u b l e , i t s s o l u t i o n ac t i on can 
be associated w i t h i t . This together w i t h the 
labe ls o f the arcs connect ing i t w i t h G 0 de f ines 

a s o l u t i o n o f G 0 . I f i t i s not so lub le then an 

" i n s o l u b l e " marker can be attached to i t . S im i 
l a r l y an i nso lub le marker can be attached to a 
node a l l of whose successors are i n s o l u b l e . 

Figure 2 

Simple t ree of subgoals 

■ X denotes i nso lub le 

= Yn denotes s o l u t i o n of i n d i v i s i b l e subgoal 

Thus G0 is solved by 

A 0 1 , A011 and Y1 

or A 0 3 , A 0 3 2 and Y2,. 

Note tha t G02 is deduced to be i nso lub le by 

v i r t u e o f the i n s o l u b i l i t y o f i t s successors. 

This form o f problem r e d u c t i o n , in which a l l 
the nodes of the problem reduc t ion t ree are OR 
nodes, can be regarded as a state-space method, 
w i t h s t a r t node an empty l i s t of ac t ions to be 
taken to achieve the goal and goal nodes complete 
l i s t s of such a c t i o n s . However, two features 
of the present work make i t more des i rab le to con
s ider i t as a problem reduc t ion method. F i r s t l y , 
when a successor node of the t ree is generated i t 
conta ins a more complete l i s t o f ac t ions than i t s 
pa ren t ; the subgoal i t spec i f i e s i s less complex 
and the problem is indeed " reduced" . Secondly, 
whereas in s ta te-space methods the a v a i l a b l e 
operators usua l l y have some s i m i l a r i t y to each 
o t h e r , here there are very d i s t i n c t c lasses of 
ac t i on tha t may be taken , depending on what pa r t 
o f the l i s t o f ac t i ons remains to be completed. 

5. S t ruc tu re of the problem reduc t ion 

Each node of the problem reduc t ion t ree i n 
cludes in i t s l abe l a subgoal d e s c r i p t i o n and the 
name of a f u n c t i o n tha t is capable of generat ing 
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a sequence of a l t e r n a t i v e s f o r the reduct ion of 
that subgoal . For a p r i m i t i v e subgoal such a 
reduc t ion is a s o l u t i o n . Let us r e fe r to the 
occurrence of a f unc t i on at a node as an instance 
o f tha t f u n c t i o n . 

In an i t e r a t i o n of the problem reduct ion 
process, a node of the problem reduct ion t ree is 
se lec ted . The f unc t i on at that node is invoked 
to g ive the reduc t ion fo r the subgoal tha t is 
next in the sequence a f t e r those reduct ions that 
were generated by previous invocat ions of that 
f unc t i on a t tha t node. I t w i l l e i t he r create a 
new node in whose labe l are included the subgoal 
r e s u l t i n g from the reduc t ion and the name of the 
f unc t i on to be used f o r reducing t h i s subgoal, or 
repor t tha t the sequence of reduct ions has been 
exhausted. I t e r a t i o n s of the process continue 
u n t i l what is regarded as an adequate number of 
a l t e r n a t i v e so lu t ions of the goal have been 
generated. 

It has been said that when a func t i on creates 
a node i t places a func t i on name in i t s l a b e l . 
F igure 3 shows the r e l a t i o n s h i p s of the subgoal 
processing func t ions in t h i s respect . An arrow 
d i r ec ted from one f unc t i on name to another i n 
d ica tes that the labe l of the node created by 
the f i r s t may inc lude the name of the second. 
Where more than one arrow leaves the name of a 
f u n c t i o n , t h i s ind ica tes that a choice of func
t i ons is made according to the features of the 
subgoal set up. 

Figure 3 

Hierarchy of subgoal processing func t ions 

Consider the s i t u a t i o n tha t can occur fo r 
the generat ion of any c u t t i n g pa t te rn other than 
the f i r s t . The previous c u t t i n g p a t t e r n may 
have inc luded one or more sub-pat terns tha t each 
included two shapes ( p a i r s ) . I f the demand fo r 
a shape belonging to a p a i r has not yet been 
s a t i s f i e d , then there is a choice to be made as 
to whether i t should belong to a pa i r w i t h the 
same or a r e l a ted par tner in the proposed new 
p a t t e r n . The choices on the r e t e n t i o n of p a i r 
ings are made in USED-PAIR-SELECT. 

There may be a number of shapes included in 
the previous p a t t e r n the demand fo r which has not 
yet been s a t i s f i e d . Some of these may have been 
included in the proposed p a t t e r n by choices made 
in USED-PAIR-SELECT. The choices as to which of 
the remainder should be i nc luded , and what t h e i r 
o r i e n t a t i o n s should be, in the proposed p a t t e r n , 
are made in MID-SHAPE-SELECT. 

There may be one or more shapes completed at 
the end of the use of the previous c u t t i n g p a t 
t e rn that belong to orders con ta in ing shapes the 
demands fo r which have not yet been s a t i s f i e d . 
In MID-ORDER-SELECT the choices are made as to 
which shapes, if any, from such orders should be 
included in the proposed p a t t e r n , and what t h e i r 
o r i e n t a t i o n s should be. 

The choices made in MID-SHAPE-SELECT, MID-
ORDER-SELECT and MOST-URGENT-PIECE-CONSIDER, are 
that shapes s h a l l be inc luded in a pa t t e rn in 
separate sub-pa t te rns . Each instance of SUB-
PATTERN-EXTEND is concerned w i t h one such sub-
pa t t e rn and chooses whether it should inc lude one. 
or two shapes. If the choice is f o r two shapes 
the choice of the second shape is made. 

The choice of stock sheet s ize to be used by 
the proposed pa t te rn is made in STTB-PATTERN-
DESIGN-CONTINUE. A f u r t h e r sub-pat te rn may also 
be included in the pa t t e rn by t h i s f u n c t i o n . 

Each instance of SUB-PATTERN-CONTINUE-
KNOWN-SHEET chooses whether a f u r t h e r sub-
p a t t e r n should be included in a p a r t i a l l y com
p le ted p a t t e r n , and i f so, what t h i s sub-pat te rn 
should be. 

In LEG-ALLOCATE an a l l o c a t i o n of sub-
pa t te rns to legs is made if a poss ib le one e x i s t s . 
I f i t does no t , then the proposed pa t te rn i s 
ru led out of f u r t h e r cons ide ra t i on , otherwise an 
eva lua t ion is made of the " m e r i t " of the proposed 
p a t t e r n . The a l l o c a t i o n of sub-pat terns to legs 
is a p r i m i t i v e subgoal. 

6 . H e u r i s t i c s 

Space does not permit the d e s c r i p t i o n in 
d e t a i l of a l l the h e u r i s t i c s used. Some of the 
more s i g n i f i c a n t ones w i l l be ou t l i ned here. 

6.1 Or ien ta t i ons 

For each shape a p re fe r red o r i e n t a t i o n can 
be de f i ned . For a shape which the cons t ra in t s 
of the problem requ i re to be cut w i t h a c e r t a i n 
o r i e n t a t i o n i t i s t h i s o r i e n t a t i o n . For any 
other shape, a l l poss ib le sub-pat terns tha t 
could be formed i nc l ud ing t h i s shape are con
s ide red . The o r i e n t a t i o n in that sub-pat te rn 
w i t h i n which there is leas t t r i m - l o s s is the 
p re fe r red o r i e n t a t i o n . When the p o s s i b i l i t y of 
i n c l ud ing a shape in a p a t t e r n is considered, i t 
w i l l usua l l y be w i t h t h i s o r i e n t a t i o n . The 
p r i n c i p l e app l ied here i s tha t i f the t r i m - l o s s 
in each sub-pat te rn is minimized the o v e r a l l 
t r i m - l o s s is l i k e l y to be minimized. 

6.2 Urgency 

The urgency of a shape r e f l e c t s the d e s i r a 
b i l i t y tha t the shape should feature in the ea r l y 
c u t t i n g pa t te rns of a s o l u t i o n sequence and is a 
f unc t i on of i t s dimensions and demand. Two 
cases are i d e n t i f i e d in which p a r t i c u l a r l y h igh 
urgencies are assigned. 

The h ighest urgencies are given to shapes 
w i t h lengths above a c e r t a i n l i m i t , s ince i t 
w i l l be d i f f i c u l t t o in t roduce these l a t e r i n the 
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sequence when sequencing desiderata lead to i n 
clusion in a pattern of several other shapes. 

The next most urgent set of shapes are those 
which can only occur in leading sub-patterns. 
If such shapes were l e f t un t i l late in the pattern 
sequence, th is might be forced to f in ish with 
patterns consisting only of leading sub-patterns, 
with consequent extreme tr im-loss. 

Adjustments to urgencies are made in the 
l ight of sequencing considerations. For ex
ample, the largest shape in a loose load order 
w i l l have i t s urgency increased to exceed the 
highest urgency, as determined by the i n i t i a l 
calculations, of any shape in the order. This 
takes account of the fact that the smaller can
not be cut before the larger and therefore i t s 
own higher urgency would s t i l l not lead it to be 
introduced into an early pattern. 

6.3 Forcing shapes in 

The four subgoal processing functions at the 
top of the hierarchy are a l l concerned with giv
ing direct consideration to the possible inc lu
sion in the current pattern of shapes that are 
deemed at this point to be par t icu lar ly desir
able. 

Experience shows that once shapes from two 
di f ferent orders have appeared in the same sub-
pattern they should continue to do so. USED-
PAJR-SELECT introduces such pairs into the pro
posed pattern. 

Sequencing desiderata mean that other shapes 
for which demand has not been sat isf ied should be 
introduced into the proposed pattern. MID-
SHAPE-SELECT w i l l introduce these shapes, and i t s 
f i r s t choice w i l l be to give them their preferred 
orientations, provided a look-ahead indicates 
that this w i l l not cause d i f f i c u l t i e s in MID-
ORDER-SELECT. 

It is worth giving attention to several 
alternative developments of the part ia l proposals 
generated by these f i r s t two functions, so the 
search is organized in such a way that they are 
re-entered re la t ive ly less frequently. 

Choices made in MID-ORDER-SELECT complete 
consideration of the inclusions desirable for 
reasons of sequencing. The reasoning that led 
to the def in i t ion of urgency suggests that the 
most urgent shape remaining unsatisfied in the 
order l i s t should be speci f ical ly considered for 
inclusion. , T h i s i s done by M0ST-URGENT-PlECE-
CONSIDER. 

6.4 SUB-PATTERN-DESIGN-CONTINUE 

When SUB-PATTERN-DESIGN-CONTINUE considers 
which size of stock sheet should be used, it 
does so in the l igh t of the specifications that 
have already been made that sub-patterns con
taining certain shapes shall be present. For 
each stock sheet size the manner in which each 
sub-pattern can be constructed so as to include 
the stated shapes with minimum trim-loss is 
determined. The sheets are ranked on the 
aggregates of these minimum trim-losses, the 
lowest aggregate indicating the most preferred 

size. I t is l i ke l y that a par t ia l cutt ing pat
tern for which the trim-loss already unavoidable 
is low can be completed in such a way that the 
tota l tr im-loss is low. 

Within a choice of stock sheet size a number 
of possible alternative additions of sub-patterns 
to the proposal may be generated. The evalua
t ion of these alternatives takes account of the 
urgency of the piece it has been decided to i n 
clude in the sub-pattern, the trim-loss within 
the sub-pattern and, by means of a look-ahead, 
the l i ke ly amount of trim-loss in the pattern as 
a whole outside of the trim-loss in the individual 
sub-patterns. The evaluation also gives some 
preference to additions which keep the number of 
di f ferent shapes in the f ina l pattern small as 
these w i l l lead to fewer complications in the 
pattern sequencing. 

7. Results 

A program using these techniques has been 
wri t ten in Algol 68-R (Woodward and Bond, 1972) 
and tested on an ICL1906S against 16 sets of data. 
A typical data set is shown in table 2. The 
results from these test runs are shown in table 
3. 

During the development of the program a con
siderable number of heuristics were, experimented 
wi th. These involved di f ferent methods of 
problem reduction, di f ferent orderings for the 
sequences of problem reductions, result ing in 
dif ferent subsets of the possible reductions be
ing used, di f ferent ways of calculating the 
"urgency" of pieces, and di f ferent methods of 
evaluating the "best" pattern given a set of 
al ternatives. Some of these heurist ics pro
duced very good results with some sets of data 
whilst performing unacceptably badly on others. 
These results have been collated to produce 
column 4 of table 3. Column 5 thus shows the 
known deficiencies of the program. 

The execution time of the program depends 
on the size of the data set, the format of the 
output and whether the object code incorporates 
run-time checking. However, 4 minutes may 
reasonably be regarded as an average execution 
time. No sequence breaks occur in any of the 
pattern sequences. 

8. Conclusions 

The program succeeds in producing sequences 
of cutt ing patterns with no sequence breaks, 
which was one of the design aims. In th is re 
spect it would appear to be superior to that of 
Dyson and Gregory (1976). I t s trim-loss 
behaviour is known not to be optimal. However, 
on the test data used the percentage of the 
material lost as scrap never rose to 10% and the 
average discrepancy between the solutions pro
duced and the known best solutions was 1% of the 
material used. Whether the benefits of absence 
of sequence breaks outweigh the sub-optimabil-
i t y of the trim-loss behaviour would depend on 
the detai ls of the industr ia l environment. 

Heuristic information is embodied in the 
program in the urgencies, the evaluation of 
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Table 2 

p a t t e r n s , the chosen problem reduct ion s t ruc tu re 
and the ex tent to which the problem reduct ion 
t ree is developed. The greatest gains in 
performance would be l i k e l y to r e s u l t from the 
improvement of the f i r s t two of these. 
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