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Abst ract 
A l ea rn i ng system in a complex, r ea l -wo r l d 

domain w i l l r equ i re a s i g n i f i c a n t amount of know
ledge to be used in order to (1) deal w i t h la rge 
numbers of f ea tu res , most of which are i r r e l e v a n t , 
and (2) f i n d s i m i l a r i t i e s between the concepts 
tha t are i n f e r r e d from the observed da ta . Use of 
knowledge- f ree, syn tac t i c approaches to genera l 
i z a t i o n in complex environments w i l l r e s u l t i n a 
combina to r ia l exp los ion in the number of poss ib le 
g e n e r a l i z a t i o n s . Moreover, the important semantic 
fea tures are not " i n " the da ta ; ra the r they must 
be hypothesized us ing p r i o r knowledge. 

The l e a r n i n g system descr ibed in t h i s paper 
uses a m u l t i - l e v e l knowledge-di rected approach in 
order to cope w i t h these problems. This paradigm 
is explored in the a c t i o n - o r i e n t e d game of base
b a l l . The system attempts to i n t e r p r e t observed 
a c t i v i t y in terms of general knowledge provided 
about compet i t i ve games. This approach to l e a r n 
ing can be viewed as a type of r e c o g n i t i o n , where 
the l e v e l o f i n i t i a l knowledge is general and 
where the s p e c i f i c observat ions mold a p a r t i c u l a r 
s t r u c t u r e from the general knowledge. The system 
i s organized i n t o m u l t i p l e l e v e l s o f p a t t e r n 
d e s c r i p t i o n s , p rocess ing, and knowledge, r e f l e c t 
i ng the l o g i c a l s t r u c t u r e o f the problem. In 
moving through those l e v e l s of d e s c r i p t i o n , the 
system f i l t e r s out i r r e l e v a n t f ea tu res , hypothe
s i z e s a d d i t i o n a l semantic features (goals and 
r e l a t i o n s h i p s ) and forms a h ierarchy of genera l 
ized classes tha t e x t r a c t the s i m i l a r i t i e s in the 
d e s c r i p t i o n s . Examples of l ea rn ing by a work ing 
computer program are presented. 

I . I n t r o d u c t i o n 

1.1 Learning as Knowledge-Directed I n t e r p r e t a 
t i o n o r Recogni t ion 

Based on our experience w i t h a working 
computer system, we s h a l l d iscuss severa l impor
tan t issues invo lved in the tasks o f l ea rn ing in 
a complex r e a l - w o r l d problem. The approach we 
have taken to l e a r n i n g is e loquent ly expressed in 
the f o l l o w i n g quote taken from Jordan's [1968] 
commentary on S i r A i red North Whitehead's view of 
the nature of exp lanat ion and g e n e r a l i z a t i o n . 

" F a i t h i n reason should not t o t t e r 
in the face of incoherence. Observers 
on Mars, w i thou t our knowledge, have 
p lanted a 'probe' w i t h t e l e v i s i o n 
cameras and are now watching a game 
o f rugby f o o t b a l l being played in 
England. They want some exp lanat ion 
of what the cameras are record ing 
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which w i l l cohere w i t h t h e i r general 
t heor ies of what happens on our p lane t . 
The ranges of the cameras are not power
f u l enough f o r the Mart ians to see the 
b a l l ; i t appears tha t a l o t o f men in 
pat terned s h i r t s are per forming a dance 
or orgy . The Mar t i ans ' a t t e n t i o n is 
drawn to the goa lpos ts . They connect 
these w i t h s i m i l a r l y shaped ob jec ts to 
be seen on the roo fs of some nearby 
houses. Now it is to be imagined tha t 
the Mart ians understand r e l i g i o u s not ions 
but have no s p o r t i n g i n s t i n c t s . They 
conclude tha t the game is a r e l i g i o u s 
dance r i t e and tha t the b u i l d i n g s w i t h 
the H-shaped signs are temples. 

The roof s i gns , of course, are 
t e l e v i s i o n a e r i a l s , and t h e i r resemblance 
to rugby goalposts are a c c i d e n t a l . The 
Mart ians are w i l d l y mistaken. But t h e i r 
guess i l l u s t r a t e s cohesion. They are 
t r y i n g to f i n d meanings in the th ings 
seen which w i l l l i e together in a harmony 
tha t excludes the merely a r b i t r a r y . 
This is p r e c i s e l y the nature o f the 
ph i l osophe r ' s f a i t h i n reason, a f a i t h 
w ide ly asserted in s p i t e o f the f r u s t r a 
t i o n s to which the above fantasy p o i n t s . " 

One i n t e r p r e t s and thereby understands new 
s i t u a t i o n s in the wor ld in terms of the frame of 
re ference tha t one b r ings to the l ea rn ing s i t u a 
t i o n . For example, our cur ious Mart ian f r i ends 
used t h e i r understanding of r e l i g i o n and r e l i g i o u s 
ceremonies to focus on s p e c i f i c features in the 
environments under obse rva t i on ; they attended to 
the T.V. antennas and the goalposts ra ther than 
the thousands of other fea tures in the " coun t r y 
s ide scene" and the " a t h l e t i c - c o n t e s t scene." 
They i n t e r p r e t e d these fea tures in the context of 
r e l i g i o n and then c l a s s i f i e d both scenes as 
s i m i l a r , i . e . , as d i f f e r e n t aspects o f a r e l i g i o u s 
ceremony. The knowledge which the Mart ians used 
to perce ive the wor ld permi t ted t h i s c l a s s i f i c a 
t i o n — r e l i g i o n wasn' t " i n " the observa t ions , 
but r a t h e r , r e l i g i o n was " i n " the heads of the 
Mar t ians . 

The form of l e a r n i n g discussed above can 
a l t e r n a t i v e l y be descr ibed as a type of r e c o g n i 
t i o n . The Mart ians recognized var ious fea tu res in 
the observat ions as examples of a r e l i g i o u s 
ceremony. The d i f f e r e n c e between r e c o g n i t i o n in a 
l ea rn i ng s i t u a t i o n and recogn i t i on in speech 
understanding or scene ana lys is is the degree of 
d e t a i l in the knowledge which the system i n i t i a l l y 
possesses. In the l ea rn ing s i t u a t i o n tha t know
ledge o f t e n is very general and not tuned to the 
s p e c i f i c observa t ions . In the perceptua l t asks , 
knowledge of more s p e c i f i c d e t a i l s is usua l l y 
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necessary in order to achieve minimal l e v e l s of 
performance. In both cases r ecogn i t i on of exam
ples of s tored concepts must occur. This view of 
l ea rn ing as a form of recogn i t i on can be t raced 
back to the Greek ph i losophers , e . g . , P la to 
[Jowet t , 1949] . 

1.2 Use of a M u l t i - L e v e l Organizat ion fo r 
Learning 

In order to explore knowledge-directed l e a r n 
i n g , we have b u i l t a computer system tha t observes 
human a c t i v i t y in the domain of a c t i o n - o r i e n t e d 
games, namely, baseba l l . The system discovers 
some of the concepts and s t r u c t u r e in tha t game. 
A h i e r a r c h i c a l network is constructed which 
r e l a t e s the s i m i l a r i t i e s in the acquired concepts 
at var ious l e v e l s of a b s t r a c t i o n . For example, 
the system moves from observ ing ac t ions such as 
ca t ch , r un , and throw to i n f e r r i n g concepts such 
as i n f i e l d s i ng le and groundout, to u l t i m a t e l y 
understanding those acquired concepts as examples 
of more general c lasses such as " h i t s " and " o u t s . " 

The o rgan iza t ion of the knowledge, proces
s i n g , and p a t t e r n d e s c r i p t i o n is decomposed i n t o 
the l eve l s shown in Figure 1. (Unless otherwise 
noted, a l l f u r t h e r references to l e v e l numbers 
address Figure 1 ) . The l o g i c a l s t r u c t u r e of the 
problem is captured in the m u l t i p l e l eve l s o f 
pa t t e rn d e s c r i p t i o n s , and in the corresponding 
knowledge and processing components which operate 
on those d e s c r i p t i o n s . Each l e v e l of d e s c r i p t i o n 

of the problem has some meaningful i n t e r p r e t a t i o n 
in the problem domain. For example, l e v e l 3 
(Figure 1) represents the segmentation of the 
observat ions i n t o episodes o f h igh a c t i v i t y 
cvc les . Level 5 at tempts to descr ibe the goals 
and causa l ly r e l a t e d i n t e r a c t i o n s of the p layers 
in the game. 

Correspondingly, there are l e v e l s of know
ledge and processes provided to the system tha t 
f a c i l i t a t e the successive t rans format ions in the 
behavior d e s c r i p t i o n s . The d e t a i l s of the des
c r i p t i o n at each l e v e l serve to make e x p l i c i t the 
i npu t -ou tpu t r e l a t i o n s h i p s of the processes which 
are to perform the t rans format ion and the type of 
knowledge tha t must be employed. Some knowledge 
provides an understanding of spa t io - tempora l 
a c t i v i t y independent of a game con tex t . Other 
more general knowledge about the types of goals 
and a c t i o n r e l a t i o n s h i p s o f ten found in compet i 
t i v e games, is used to make in ferences (hypothe
ses) about the s p e c i f i c goals in the observed 
a c t i v i t y . Such hypotheses represent a d e s c r i p 
t i o n of the a c t i v i t y at a l e v e l f a r removed from 
the ac tua l percept ions of the phys ica l events at 
l e v e l 1. F i n a l l y , the processes which use the 
l e v e l s of knowledge in order to achieve the 
var ious l e v e l s of d e s c r i p t i o n are task independent 
and represent a general paradigm fo r knowledge 
discovery (see f C o l l i n s , 1976] ) . 

This h i gh l y s t ruc tu red o rgan iza t i on a lso 
f a c i l i t a t e s the i n t e g r a t i o n and subsequent use of 



acquired knowledge by the system. Since each 
l e v e l p lays a s p e c i f i c r o l e , the system i m p l i c i t l y 
knows what f unc t i on the new in fo rmat ion serves, 
where tha t new in fo rmat ion should f i t i n , and how 
it should be used. Thus, acquired knowledge at a 
l e v e l is a v a i l a b l e fo r f u r t h e r use in the same 
format as the a p r i o r i knowledge which was used to 
acquire i t ; t h i s aspect i s developed in more 
d e t a i l elsewhere [Soloway, 1977] , 

The s p e c i f i c game under observat ion d r i ves 
the system bottom-up to make the s p e c i f i c i n 
ferences and hypotheses. Thus, i f the system 
observed a v a r i a n t of basebal l or even another 
game, the same general knowledge would be used but 
i n s t a n t i a t e d d i f f e r e n t l y . For example, the same 
knowledge used to understand the t im ing r e l a t i o n 
ship in an i n f i e l d s ing le in basebal l could be 
used to understand the t im ing r e l a t i o n s h i p in a 
" r u n " i n c r i c k e t . 

The approach to l ea rn ing o u t l i n e d above 
requ i res the i n t e g r a t i o n of a large spectrum of 
i ssues. It resembles the work done on understand
i n g / r e c o g n i t i o n systems; the m u l t i - l e v e l a r c h i 
t ec tu re i s s i m i l a r i n s p i r i t t o tha t o f the 
HEARSAY 11 speech understanding system [Erman, 
1975; Lesser, 1977] , and the VISIONS scene i n t e r 
p r e t a t i o n system [Hanson, 1976] , wh i le the b e l i e f 
systems work done by Schmidt [1976] and Sridharan 
[1977] has in f luenced our approach to the i n f e r 
ence of goals and causal r e l a t i o n s h i p s of humans. 
In t h i s regard Schank's [1974] and R ieger 's [1973] 
work is a lso re l evan t . To demonstrate the 
e f fec t i veness of our systems, we requ i re tha t i t 
use the knowledge tha t i t acquires [Soloway, 1977], 
Waterman [1970] has inves t iga ted t h i s problem 
in the context of product ion r u l e s , wh i le Sussman's 
HACKER system [Sussman, 1973] can subsequently use 
LISP code tha t it has constructed and debugged. 
Unl ike the uni form syn tac t i c s t ra tegy employed by 
some formal systems fo r r u l e induct ion/concept 
format ion [Vere, 1977; M i c h a l s k i , 1974; Hayes-Roth, 
1976; Riseman, 1969] , our system uses a knowledge-
d i rec ted s t ra tegy to perform genera l i za t ions over 

var ious subsets of features in the d e s c r i p t i o n of 
the acquired concepts. Recent ly , Hayes-Roth 
[1977] has surveyed the need fo r such a knowledge-
d i rec ted approach to g e n e r a l i z a t i o n , c a l l i n g i t the 
" p a r t i a l - m a t c h problem." Lenat 's [1976] AM and 
Buchanan, Feigenbaum and Lederberg's [1971] Meta-
DENDRAL uses a knowledge-based h e u r i s t i c search 
paradigm fo r concept fo rmat ion ; AM discovers new 
mathematical concepts wh i le Meta-DENDRAL discovers 
ru les fo r mass spectroscopy ana l ys i s . 

The o rgan iza t i on of the res t of t h i s paper is 
as f o l l o w s : Sect ion I I w i l l discuss the problem 
of dea l ing w i t h la rge numbers of f ea tu res , wh i le 
Sect ion I I I w i l l d iscuss the problem o f de tec t ing 
s i m i l a r i t i e s among events and concepts. Section 
IV w i l l present an overview of the computer system 
which embodies our knowledge-directed approach to 
l e a r n i n g . Subsequent sect ions w i l l r e l a t e the 
var ious stages in processing (focus o f a t t e n t i o n , 
hypothesis genera t ion , hypothesis g e n e r a l i z a t i o n , 
and hypothesis eva lua t ion) to the m u l t i p l e l eve l s 
o f d e s c r i p t i o n s . 

I I . Problem 1 : Deal ing w i t h a 
Large Number of Features 

Our system sees the continuous a c t i v i t y of a 
basebal l game broken up i n t o d i sc re te "snapshots . " 
A snapshot conta ins a d e s c r i p t i o n of the a c t i v i t y 
of each of the p layers and the s ta te of the score
board markers at each moment in t ime. A behavior 
desc r ip to r u n i t captures 4 dimensions of the s i t 
u a t i o n : a c t i o n , a c t o r , l o c a t i o n , and 
time (Figure 2 ) . A snapshot contains about 100 
fea tu res , a t y p i c a l episode might conta in about 18 
snapshots, wh i l e a game might conta in about 3,300 
snapshots (Soloway, 1975; Soloway, 1976]. 

Contrast t h i s w i t h the "b locks -wor ld " s ta te 
d e s c r i p t i o n depic ted in Figure 3 (from Vere [1977]) 
or the concept d e s c r i p t i o n in Figure 4 (from 
Hayes-Roth [1976] ) . The ob jec t is to l ea rn the 
stack operator (Figure 3) or the most general 
d e s c r i p t i o n (Figure 4) by e x t r a c t i n g out the 

Figure 2 - U n f i l t e r e d Snapshots: Taken from an I n f i e l d S ing le 

Each snapshot descr ibes the a c t i v i t y of each p layer at a moment in t ime . Time is encoded i m p l i c i t l y 
in the sequencing of the snapshots. "Homeplate" is used f o r the r e a d e r ' s convenience; the system 
knows t h i s on l y as an X-Y l o c a t i o n . 
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Figure 3 - Inducing the "Stacking. Operator" 
The f ina l pattern abstracted requires the block to be stacked 
(„N10) to be on the table, while the blork ( .Nl l ) on top of 
which the f i r s t block is to be put must be i n i t i a l l y clear oi 
any other blerks. Note, the . before a name indicatex a 
variable (from Vete. 1977). 

Figure 4 - Concept Formation Task 
The resultant general concept captures the com-
monalltlet} in both geometric patterns (from 
Hayes-Roth, 1976). 

commonalit ies and d e l e t i n g the d i f f e r e n c e s . 
E s s e n t i a l l y , the b e f o r e - a f t e r p a i r in Figure 3a is 
matched against the b e f o r e - a f t e r pa i r in Figure 
3b, w h i l e the d e s c r i p t i o n in Figure 4a is matched 
against the d e s c r i p t i o n in 4b. Where there are 
d i f f e rences in i tems, va r iab les are subs t i t u ted 
and b ind ings noted. The i n f e r r e d general ized 
" s tack ing opera to r " requ i res tha t the b lock to be 
stacked must be on the tab le (U in Figure 3a, X 
in Figure 3b, so v a r i a b l e .N10 in Figure 3 c ) , and 
the b lock on which the f i r s t b lock w i l l be put 
must not have any other b lock on top of i t 
a l ready . S i m i l a r l y , in the genera l ized concept 
d e s c r i p t i o n descr ibed in Figure 4c only those 
features common to both f i gu res remain, e . g . , one 
block is above another b lock , where both those 
blocks are sma l l . 

While s t r i c t da ta -d i r ec ted gene ra l i za t i on may 
work in problems on the order of complexi ty of the 
above examples, as soon as the number of fea tures 
increases, some d i r e c t i o n must be suppl ied in 
order to f i n d the s i g n i f i c a n t f ea tu res . Are 
features of c o l o r , s i z e , and age of the blocks 
important to the s tack ing operator? I f both 
blocks were 4 years o l d and green, should that be 
a proper ty of the s tack ing operator? Knowledge of 
features important to the phys ica l manipu la t ion of 
ob jec ts might prov ide d i r e c t i o n fo r t h i s ana l ys i s . 

I f a syn tac t i c matching technique f o r gen
e r a l i z a t i o n s were employed in the domain of base
b a l l , i t would r e s u l t i n a combina tor ia l exp lo 
s ion . Matching of j u s t one b e f o r e - a f t e r pa i r o f 
snapshots against j u s t one other b e f o r e - a f t e r pa i r 

y i e l d s 2 poss ib le d i f f e r e n t g e n e r a l i z a t i o n s ! 
This problem is exacerbated because sequences of 
l eng th f a r g reater than two are needed to capture 
other meaningful "opera tors o r r u l e s " in baseba l l ! 
Knowledge i s c l e a r l y requ i red in order to d i r e c t 
the search f o r the i n t e r e s t i n g g e n e r a l i z a t i o n s . 

I I I . Problem 2 : F ind ing S i m i l a r i t y a t 
D i f f e r e n t Levels o f Desc r ip t i on 

Let us r e i t e r a t e — the goal of our system is 
to const ruc t a h i e r a r c h i c a l network of genera l ized 
concepts (c lasses of events) tha t capture s i m i l a r 
i t i e s in observa t ions . The " h i e r a r c h y " represents 
our i n t u i t i o n tha t two examples may look qu i t e 
d i s t i n c t from one perspect ive ( l e v e l ) , ye t appear 
s i m i l a r or i d e n t i c a l from another (usua l l y more 
abs t rac t ) po in t o f v iew. I n l i n g u i s t i c s i t has 
been argued tha t the not ions of deep s t r u c t u r e and 
sur face s t r u c t u r e [Ross, 1967; Lako f f , 1969] cap
tu re t ha t i n t u i t i o n . For example, wh i le the 
sur face s t r u c t u r e s of corresponding a c t i v e and 
passive sentences are d i f f e r e n t , t h e i r deep 
s t r u c t u r e rep resen ta t i on captures the equivalence 
of t h e i r meaning. 

As we saw in the Mart ian scenar io , what is 
considered s i m i l a r in two s i t u a t i o n s is dependent 
on the frame of re ference of the observer . In 
baseba l l a "wa lk " and a " s i n g l e " have q u i t e 
d i f f e r e n t a c t i v i t y sequences (sur face s t r u c t u r e ) ; 
however, t h e i r meaning (deep s t r u c t u r e ) r e l a t i v e 
to t h i s p a r t i c u l a r compet i t i ve game shows them 
both to be means to ach iev ing the same g o a l : 
g e t t i n g - o n - f i r s t b a s e . 
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In order to r e f l e c t a domain s p e c i f i c i n t e r 
p r e t a t i o n , a d d i t i o n a l fea tures need to be added to 
the o r i g i n a l d e s c r i p t i o n . The Mart ians added the 
fea tu re d e s c r i p t o r , " r e l i g i o u s i t e m , " t o t h e i r 
d e s c r i p t i o n o f the roof s igns ( t e l e v i s i o n 
antennas). S i m i l a r l y , as we s h a l l see in Sect ion 
I V . 2 , the process of hypothesis generat ion attempts 
to add fea tures re levan t to compet i t i ve games — 
namely, the goals of the ac tors and the causa l l y 
r e l a ted i n t e r a c t i o n s between the a c t o r s . I t i s 
these features which capture the meaning — the 
deep s t r u c t u r e — of the a c t i v i t y , and which form 
the basis of the subsequent gene ra l i za t i on process. 

Knowledge is used to form p o t e n t i a l c lasses 
of events a t var ious l e v e l s o f g e n e r a l i z a t i o n . 
However, the system does not know what classes 
should e x i s t i n baseba l l — i f i t d i d , tha t would 
beg the whole quest ion of l e a r n i n g . Rather, 
general h e u r i s t i c s suggest subsets of fea tures to 
serve as the basis f o r c lass fo rma t ion . For 
example, the fea tu re "compet i t i ve g o a l " (Sect ion 
IV.3) w i l l be used to form c lasses ; those episodes 
w i t h the same compet i t i ve goals w i l l be grouped 
together . D i s t i n c t sets o f fea tures at the 
d i f f e r e n t l e v e l s permi ts the system to f i n d var ious 
s i m i l a r i t i e s among the observed events. 

IV . Overview of System 

While the preceding d iscuss ion has focussed 
on the i ssues , the f o l l o w i n g sec t ions o u t l i n e how 
our l ea rn i ng system a c t u a l l y accomplishes m u l t i p l e 
s h i f t s in d e s c r i p t i o n and how those l e v e l s are 
used in the l ea rn i ng process. The f o l l o w i n g 
sect ions w i l l m i r r o r the f low diagram of the 
system processes depic ted in Figure 1. In moving 
from l e v e l 1 to l e v e l 3 i r r e l e v a n t fea tures are 
f i l t e r e d out wh i l e important ones are h i g h l i g h t e d . 
Levels 4 - 6 annotate the output o f l e v e l 3 
(episodes) by hypothes iz ing a d d i t i o n a l fea tu re 
desc r i p to r s tha t are re levan t to a c t i o n - o r i e n t e d 
games. Levels 7 - 9 represent the discovered 
s i m i l a r i t i e s in the events as genera l ized c lasses . 

IV .1 The A t t e n t i o n Mechanism 

The a t t e n t i o n mechanism uses general domain 
knowledge to focus on p o t e n t i a l l y " i n t e r e s t i n g " 
aspects of the observed behavior . This module 
accepts complete snapshots at l e v e l 1, and p r o 
ceeds to f i l t e r them and p a r t i t i o n them i n t o 
l o g i c a l groups ( l e v e l 2 and l e v e l 3, Figure 1 ) . 
Two h e u r i s t i c s are used in t h i s process. F i r s t , 
the b i o l o g i c a l l y - m o t i v a t e d no t i on tha t "change i s 
impor tan t " guides the system to f i l t e r i n g out of 
the snapshots a l l those ac t ions tha t remain con
s t a n t . This process reduces the number of act 
d e s c r i p t o r s in a snapshot from about 25 to an 
average of 2 or 3 per snapshot. C e r t a i n l y , th ings 
tha t don ' t change can be impor tan t . On a f i r s t 
pass, we w i l l miss such s u b t l e t i e s , but hope fu l l y 
l a t e r processing can r e - d i r e c t the a t t e n t i o n 
mechanism to take note of such non-change, when 
necessary. 

Next , snapshots are p a r t i t i o n e d i n t o episodes 
based on the f o l l o w i n g observa t ion : in a c t i o n -

o r i en ted games the amount of a c t i v i t y measured in 
terms of energy expended by the ac tors goes in 
cyc l es ; a low amount of a c t i v i t y ( e . g . , p i t che r 
ho ld ing the b a l l ) is usua l l y fo l lowed by a h igh 
amount o f a c t i v i t y ( e . g . , p layers moving), which 
i s usua l l y fo l lowed by a l u l l I n a c t i v i t y ( e . g . , 
the p i t c h e r ho ld ing the b a l l aga in ) . Each episode 
conta ins on the average 30 act desc r i p to rs over a 
range of about 15 t ime u n i t s . The episode p a r t i 
t i o n i n g is crude and l a t e r stages prov ide more 
semantic ana lys i s in order to punctuate the 
boundaries of the compet i t i ve episodes more 
c l e a r l y . 

IV.2 Hypothesis Generation 

The hypothesis generat ion process uses a 
p r i o r i general knowledge to i n t e r p r e t the observed 
a c t i v i t y from the perspect ive of an a c t i o n - o r i e n t 
ed game. To t h i s end, it makes hypotheses about 
compet i t i ve /coopera t i ve goals and causal r e l a t i o n 
ships of the p layers in the observat ions . 

The in ferences depend upon the system under
standing the observat ions f i r s t in terms o f 
spa t io - tempora l a c t i v i t y independent of a game 
con tex t . For example, the system adds to the 
d e s c r i p t i o n of the ac t i ons Throw and Swinghit in 
Figure 5 tha t the throw A l , set up a cond i t i on 
tha t enabled the h i t t e r B2, to execute h i s a c t ; 
i . e . , Al performed a phys i ca l a c t i o n which enabled 
B2 to h i t the b a l l . Knowledge about the var ious 
p r i m i t i v e ac t ions in the system is represented as 
Act-Schemata. They are implemented as templates 
w i t h c o n s t r a i n t s on s l o t s , which represent the 
var ious aspects of an a c t i o n ( e . g . , the phys ica l 
enabl ing c o n d i t i o n f o r Swinghit i n Figure 5 ) . 

Hypotheses of goals and causal r e l a t i o n s h i p s 
of the p layers are added to the d e s c r i p t i o n of the 
observat ions at l e v e l 5. Causal-Link Schemata 
(CLS), which encode the general game knowledge of 
the system, are the agents in t h i s process. 
Represented as p roduc t ion ru les [Dav is , 1976], 
CLSs draw on the output of the Act-Schemata as 
they t e s t f o r compet i t i ve and cooperat ive i n t e r 
ac t ions in the observed ac t i ons . Figure 5 i l l u s 
t r a t e s how one such CLS, PHYSICAL-COMPETITION, 
makes the f o l l o w i n g hypothesis of a goal and a 
causal r e l a t i o n s h i p f o r the i n t e r a c t i o n of the 
p i t c h e r and the b a t t e r : 

(1) The goal of the p i t che r Al was to prevent 
a p layer on the opposing team Bl from 
h i t t i n g the b a l l ; the goal o f the b a t t e r 
B l was to h i t the b a l l . 

(2) The causal r e l a t i o n s h i p was a 
t i ve -phys i ca l -enab lemen t . " 

' compet i -

T r i g g e r i n g the PHYSICAL-COMPETITION schema in 
Figure 5 r e s u l t s in the c rea t i on of a new s p e c i f i c 

The system can deal w i t h other aspects of such a 
spa t io - tempora l domain, e . g . , understanding t ha t 
the d i f f i c u l t y o f execut ing an ac t i on v a r i e s w i t h 
changes i n i t s p recond i t i ons . 
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Figure 5 - Moving From Observed Actions to Coals and Causal Relat ionships by Hypothesizing Spec i f ic Causal-Link-Schemata 

The Act-Schemata add features to the desc r ip t i on of the observations that capture an understanding of non-game a c t i v i t y ; 
e . g . , the phys ica l -enab l ing-cond i t ion that Al set up (the b a l l moving) enabled B2 to execute h is ac t . Then the Causal-
Link-Schemata use those features whi le adding t h e i r own compet i t ive game i n t e r p r e t a t i o n . The resu l t of t r i g g e r i n g a 
general CLS is the hypothesis of a CLS spec i f i c to the observed ac t i ons ; in t h i s case $ACT-X is bound to the a c t -
pa t te rn (THROW Al . . . ) and $ACT-Y is bound to the ac t -pa t te rn (SwiNGHIT B2 . . . ) . The general CLS and the hypothesized 
CLS have the same product ion ru le s t r uc tu re . 

CLS t a i l o r e d to the p a r t i c u l a r observa t ions , i . e . , 
the r i gh t -hand s ide of a product ion r u l e produces 
a new product ion r u l e . Thus, the hypothesized 
CLS is s t r u c t u r a l l y i d e n t i c a l to the general CLS. 
Once genera l ized and v e r i f i e d t h i s acquired CLS 
can be e f f e c t i v e l y used in recogn iz ing r e c u r r i n g 
instances of the episode and can be used in 
hypothes iz ing goals i n d i f f e r e n t contexts ( d i f 
f e ren t ep isodes) . We can a lso view the ac t i on of 
a CLS as adding 2 fea tures (goal and causal r e l a 
t i o n s h i p ) to the d e s c r i p t i o n o f observat ions . In 
Figure 6, PHYSICAL-COMPETITION adds a goal fea tu re 
and a c a u s a l - r e l a t i o n s h i p fea tu re to the Throw 
(act #2) and Swinghi t (act #6) ac t i ons . 

The c o n t r o l s t r u c t u r e f o r the a p p l i c a t i o n o f 
the set of cooperat ive and compet i t i ve CLS's is a 
grammar tha t charac te r i zes compet i t i ve episodes. 
The grammar is implemented as an augmented- t rans i t ion 
network (ATN) parser [Woods, 1970]. Episodes are 
parsed " l e f t - t o - r i g h t " w i t h the s p a t i a l metaphor 
r e f e r r i n g to the forward movement of t ime. Each 
ac t i on serves as a s t a t e in the network, wh i le an 
arc connect ing two s ta tes represents the hypothe
s i s of a causal r e l a t i o n s h i p between the a c t i o n s . 
At each arc the e igh t CLS's c u r r e n t l y in the sys
tem are tes ted f o r a p p l i c a b i l i t y . For example, 
in processing the i n f i e l d s i n g l e episode o f F igure 
6, the ATN creates a s t a t e f o r the Throw a c t i o n 
(act #2) and then t e s t s surrounding ac t ions w i t h 
the CLS's. The a c t i v a t i o n of the PHYSICAL-
COMPETITION schema creates an arc (a hypothesized 

causal l i n k ) between the Throw (act #2) and the 
Swinghit (act #6) . More than one CLS may have 
i t s t r i g g e r i n g cond i t i ons met and thus m u l t i p l e 
CLSs can be invoked. This r e s u l t s in m u l t i p l e 
arcs represen t ing a l t e r n a t i v e hypotheses emanating 
from one s t a te ( a c t i o n ) . 

Analogous to d e f i n i n g a grammatical sentence, 
we de f ine a grammatical episode to be one in 
which there is a t l eas t one compet i t i ve i n t e r 
a c t i o n as hypothesized by a CLS (see [Rune lhar t , 
1975] ) . If at the end of a parse the ATN has not 
found a compet i t i ve i n t e r a c t i o n , i t backs up and 
looks a t the o r i g i n a l data a t l e v e l 1 . This i s 
done in order to f i n d an a c t i o n tha t may have 
been f i l t e r e d out i n i t i a l l y , but which now may be 
a p o t e n t i a l compet i t i ve a c t . For example, s ince 
in a " c a l l e d s t r i k e " o r " b a l l " episode the b a t t e r 
does not swing the b a t , h i s unchanging a c t i o n of 
s tanding a t homeplate i s f i l t e r e d out a t l e v e l 2 . 
The ATN f i n d s such an a c t i o n and the CLS's examine 
i t s compet i t i ve i n t e r a c t i o n p o s s i b i l i t i e s . 

The s h i f t from l e v e l 5 to l e v e l 6 is one tha t 
reduces the data by a b s t r a c t i n g from the newly 
annotated episodes a p lan summary. This summary 
h i g h l i g h t s the important goals and r e l a t i o n s h i p s 
o f the p layers occu r r i ng in an episode. I t con
s i s t s o f a l l the compet i t i ve i n t e r a c t i o n s and the 
cooperat ive i n t e r a c t i o n s between d i s t i n c t p l aye rs . 
The dark arrows in Figure 6 i n d i c a t e the 3 com
p e t i t i v e i n t e r a c t i o n s and 1 cooperat ive 
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i n t e r a c t i o n tha t c o n s t i t u t e the p lan summary f o r 
an i n f i e l d s i n g l e . 

IV.3 Hypothesis Genera l i za t ion 

The input to Hypothesis Genera l i za t ion are 
i n d i v i d u a l episodes in which each a c t i o n pa t t e rn 
is descr ibed by 7 f ea tu res : a c t i o n , a c t o r , l o c a 
t i o n , t ime, m o d i f i e r s , g o a l - o f - p l a y e r , and causal 
r e l a t i o n s h i p ( l e v e l s 5 and 6 ) . The task f o r t h i s 
module is to generate general c lasses of s i m i l a r 
episodes. For example, i n f i e l d s i ng le episodes 
at l e v e l 6 are grouped together to form a c lass 
of i n f i e l d s ing les at l e v e l s 7 and 8 (F igure 7 ) . 
The s t ra tegy f o r c lass format ion is to hold a sub
set of the above fea tures constant . The other 
features in the p a t t e r n d e s c r i p t i o n are al lowed to 
va r y , thus p e r m i t t i n g d i f f e r e n t i a t i o n w i t h i n a 
c l ass . Moreover, a h ie ra rchy of c lasses is formed 
by choosing d i f f e r e n t subsets of fea tu res to hold 
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constant . At l e v e l 9, f l y o u t s and groundouts are 
genera l ized i n t o the c lass o f " o u t s " (Figure 7 ) . 

The system does not i n i t i a l l y know what 
c lasses should e x i s t in baseba l l , nor does i t have 
the b e n e f i t o f a t r a i n e r c a r e f u l l y o rder ing the 
observat ions and p rov id i ng feedback as to the 
co r rec t c l a s s i f i c a t i o n . Rather, the system is 
g iven h e u r i s t i c s which suggest the types of 
fea tu res which should form the basis of c lasses . 
At l e v e l 7 (F igure 7 ) , c lasses are formed by 
ho ld ing the g o a l , causal r e l a t i o n s h i p and l o c a t i o n 
fea tures of a p lan summary constant . At l e v e l 8 
(F igure 7 ) , on ly the goal and causal r e l a t i o n s h i p 
are held cons tan t ; wh i l e at l e v e l 9 (F igure 7 ) , 
the most general c lasses c u r r e n t l y generated by 
the system are based only on the f i n a l compet i t i ve 
goal in the p lan summary. Thus, a t l e v e l 9 , f l y 
outs and groundouts are s i m i l a r and form a c l a s s ; 
they have the same f i n a l compet i t ive goal of 
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Figure 7 - Acquired Classes of Concepts and Schemata 

D i f f e r e n t subsets o f fea tu res o f the annotated d e s c r i p t i o n o f the observa t ions ( [ a c t i o n 
ac to r l o c a t i o n t ime goal c a s u n l - r e l a i i o n ] ) at l e v e l 6 are used an the basis fo r f i n d i n g 
s i m i l a r i t i e s . One subnet may uncover n s i m i l a r i t y between two observa t ions wh i l e another 
w i l l n o t . For example, based on fea tu res of the hypothesised Causal -L ink Schemata in the 
compe t i t i ve p lan summary o f l e v e l 6 , i n f i e l d groundouts and f l y o u t s are not s i m i l a r a t 
l e v e l 8 . Baaed upon on ly the f i n a l compe t i t i ve goals in the d e s c r i p t i o n , i n f i e l d groundouts 
and f l y o u t s become s i m i l a r a t l e v e l 9 . 

prevent ing the oppos i t ion from g e t t i n g on f i r s t -
base. The choice of features on which to base 
c lass format ion is dependent on the domain of 
i n t e r p r e t a t i o n ; here, only those tha t suggest 
meaningful classes r e l a t i v e to the domain of 
ac t i on -o r i en ted games have been used. 

Besides f a c i l i t a t i n g the discovery o f s i m i l a r 
i t i e s in the data and the hypotheses, the m u l t i p l e 
l e v e l s o f gene ra l i za t i on a lso a id the system in 
avo id ing the nasty problem of premature over-
g e n e r a l i z a t i o n . By ho ld ing most of the features 
constant and l e t t i n g only a few be changed i n t o 
v a r i a b l e s , the space of poss ib le genera l i za t ions 
i s d r a s t i c a l l y reduced. In a d d i t i o n , before the 
system moves to a higher l e v e l of a b s t r a c t i o n , 
i . e . , l e t t i n g more features va ry , the system 
requ i res tha t genera l ized hypotheses at lower 
l eve l s be v e r i f i e d f i r s t (Sect ion I V . 4 ) . For 
example, at l e v e l 7 (Figure 7) a c lass of i n f i e l d 
s ing les w i l l be generated in which the b a l l h i t by 
the ba t te r goes to the shor ts top . Before a l low ing 
t h i s c lass to be merged i n t o the c lass of a l l 
i n f i e l d s ing les a t l e v e l 8 , confidence in the 
hypotheses at l e v e l 7 is r equ i red . This is a 
conservat ive and s t ruc tu red gene ra l i za t i on 
s t ra tegy and it may requ i re tha t a l a rge number of 
observat ions to be made. I t is an a l t e r n a t i v e to 
t r y i n g to recover from an ove r -gene ra l i za t i on , a 
problem which has been l i t t l e s tud ied . 

Those fea tures not used in c lass format ion 
are al lowed to vary and take on values under the 
d i r e c t i o n of the incoming da ta . For example, at 
l e v e l 7 , the " a c t o r " fea tu re is not held constant 
and thus is replaced by a v a r i a b l e . That v a r i a b l e 

is al lowed to match any actor in the observat ions. 
In t h i s manner, the set of matched values a l lows 
fo r v a r i a b i l i t y w i t h i n a c l ass ; the ba t t e r in an 
i n f i e l d s i ng le can be B l , B2, A l , o r in general 
ANY-PLAYER, wh i le the p i t che r in that event is 
requi red to be some player on the opposing team. 

IV.4 Hypothesis Evaluat ion 

In a l ea rn ing system there are inherent 
problems in the product ion and eva lua t ion of 
hypotheses. F i r s t , hypotheses are j u s t tha t — 
u n v e r i f i e d conjectures which qu i t e poss ib ly are 
wrong. Indeed, there are o f ten m u l t i p l e i n t e r 
p re ta t i ons f o r the same events. Second, the 

" knowledge used in eva lua t ing hypotheses must be 
general — not s p e c i f i c to the p a r t i c u l a r game 
being observed. The gene ra l i t y of knowledge at 
t h i s l e v e l d i s t i ngu ishes perceptual r ecogn i t i on 
systems (speech understanding) from recogn i t i on in 
a l ea rn ing system. The former systems usua l l y 
have d e t a i l e d knowledge on how to evaluate 
hypotheses ([Hanson, 1976; Lesser, 1977] ) . The 
approach we take is to l e t hypotheses provide 
t h e i r own eva lua t i on ; i f hypotheses p red i c t 
events — and t h e i r i n t e r p r e t a t i o n s — tha t have 
not yet occurred and i f hypotheses bind together 
i n t o an i n t e r n a l l y cons is tent g loba l v iew, then 
confidence in those hypotheses is increased 
accord ing ly . 

The mo t i va t i on f o r t h i s approach stems from 
the assumption that one has more confidence in 
knowledge tha t can be used to accura te ly p red i c t 
the f u t u r e . Both the occurrence and the cor rec t 
i n t e r p r e t a t i o n of a s p e c i f i c pred ic ted event are 
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important evidence. The system makes three types 
of p red i c t i ons . One type p red ic ts the complemen
ta ry success / fa i l u re outcome of a compet i t ive 
i n t e r a c t i o n . For example, the system hypothesized 
that the p i t che r f a i l e d and the ba t te r succeeded 
when the ba t t e r h i t the b a l l ; so an obvious p re 
d i c t i o n is tha t the system should see the ba t te r 
f a i l t o h i t the b a l l w i t h the p i t che r thus suc
ceeding. Pred ic t ions are fed back to the A t t e n 
t i o n Mechanism fo r matching against the incoming 
observat ions. Events found in t h i s way together 
w i t h t h e i r i n t e r p r e t a t i o n are then passed back to 
Hypothesis Evaluat ion where the confidence values 
of the hypotheses are modi f ied approp r ia te l y . 

In add i t i on to p r e d i c t i o n , features such as 
frequency of occurrence and consistency a f f e c t 
the confidence values on the hypotheses. The 
system accepts as " t r u t h " those hypotheses w i t h 
the h ighest confidence values. Such v e r i f i e d 
hypotheses ( s p e c i f i c c a u s a l - l i n k schemata) are 
then passed back to Hypothesis Generation to be 
used in f u r t he r l ea rn ing . They are also used in 
Hypothesis Evaluat ion to e l im ina te unve r i f i ed 
hypotheses tha t are con t rad i c to r y . For example, 
when the system decides tha t g e t t i n g on f i r s t -
base is a des i rab le goal ( f o r one team), then a l l 
the hypotheses which suggest tha t g e t t i n g on f i r s t -
base is undes i rab le , can be e l im ina ted . 

V. System Implementation and Experimentat ion 

The computer system described in t h i s paper 
is implemented in LISP and requi res approximately 
75K on a CDC 6600. An e a r l i e r vers ion of the 
system [Soloway and Riseman, 1977] processed a l l 
the observat ions at one l e v e l before proceeding 
to the next l e v e l of processing. The current 

"system operates in " r e a l - t i m e ; " i t makes hypothe
ses, p r e d i c t i o n s , and genera l i za t ions as i t i s 
observing events in the game. Since t h i s ana lys is 

is sens i t i ve to the order in which events occur, 
a conservat ive genera l i za t ion s t ra tegy was employ
ed to prevent the system from prematurely over-
genera l i z ing . The current vers ion requi red the 
observat ion of 9 innings of basebal l in order to 
lea rn the highest l e v e l concepts and general ized 
episodes depicted in Figure 6. 

Add i t i ona l Causal-Link Schemata are being 
added to the system which would a l low it to make 
hypotheses about the r e l a t i o n s h i p between changes 
in the scoreboard markers ( h i t s , ou t s , e t c . ) and 
the goals and events in the game. This should 
enable the system to acquire schemata f o r episodes 
such as " s t r i k e o u t , " "wa l k , " and " s c o r e , " which 
requ i re t h i s a d d i t i o n a l knowledge. 

A sense fo r the volume of data in the pa t te rn 
desc r ip t ions is provided by Table 1. The large 
number of i n i t i a l l y observed act ions is reduced 
by the A t t e n t i o n Mechanism's h e u r i s t i c f i l t e r i n g 
a lgo r i t hm; the number of act ions per snapshot is 
reduced from 26 to 2 on the average. Since each 
ac t ion is described in terms of 4 features 
( a c t i o n , a c t o r , l o c a t i o n , and t ime ) , t h i s reduc
t i o n r e s u l t s in an average of 8 features in the 
pa t te rn desc r i p t i on of a snapshot. Hypothesis 
generat ion adds the features of goal and causal 
r e l a t i o n s h i p t o the behavior d e s c r i p t i o n . I t i s 
these a d d i t i o n a l 946 features per inn ing that 
character ize the observed a c t i v i t y . They serve 
as the basis f o r c lass format ion dur ing genera l 
i z a t i o n . Thus, wh i le there is a s i g n i f i c a n t 
amount of data at the sensory l e v e l , the system 
requi res only a r e l a t i v e l y small amount of data 
a t the i n t e r p r e t a t i o n l e v e l s . 

Table 1 - F i l t e r e d and Annotated Data at Higher Levels of Descr ipt ion 

There are 26 act ions in a snapshot if a l l the act ions and a l l the markers on 
the scoreboard are considered. On the average there are 13 snapshots/episode 
and 43 episodes/ inning. Af ter f i l t e r i n g out non-changing a c t i v i t y at the level 
of the A t ten t ion Mechanism, the average number of actions/snapshot is reduced 
from 26 to 2. Four features comprise an ac t i on : ac to r , a c t i o n , l oca t ion , 
t ime. Hypothesis Generation adds new features to the descr ip t ion of the a c t i v i t y 
by i n te rp re t i ng that a c t i v i t y as an ac t ion-or iented game. Each hypothesis 
adds a goal feature and a causal re la t i onsh ip feature . Since on the average 
there are 11 such competi t ive and cooperative hypotheses per episode, 22 features 
are added per episode. The generation of classes of episodes and concepts 
is based on these in fe r red features. (Read th i s tab le : column per row.) 
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V I . Summary Report , Stanford U n i v e r s i t y . 

The problems of l ea rn ing in a complex r e a l -
wor ld domain requ i re tha t a s i g n i f i c a n t amount of 
h i gh l y organized knowledge and processing be 
brought to bear. In p a r t i c u l a r , a system must 
deal w i t h la rge numbers of mostly i r r e l e v a n t 
features and must d iscover meaningful s i m i l a r i t i e s 
in the new observed s i t u a t i o n s . To t h i s end, our 
system employs a m u l t i - l e v e l knowledge-directed 
l ea rn ing paradigm; i t attempts to i n t e r p r e t obser
va t ions o f novel s i t u a t i o n s in terms o f i t s p r i o r 
general knowledge. Thus our approach to l ea rn ing 
can be viewed as a form of r e c o g n i t i o n , where the 
l e v e l of i n i t i a l knowledge is general and where 
the s p e c i f i c observat ions mold a p a r t i c u l a r s t r u c 
tu re from the general knowledge. 

This approach permits the system to f i l t e r 
out nonessent ia l features and to add new desc r i p 
t i v e features which have a meaning in the task 
domain. Based on these semantic f ea tu res , s i m i l a r 
i t i e s are found in the observat ions. Such s i m i l a r 
i t i e s are represented in the m u l t i p l e - l e v e l s o f 
general ized episodes and concepts. In the a c t i o n -
o r ien ted game of baseba l l , the system moves v i a 
m u l t i p l e l e v e l s of processing through successive 
desc r i p t i ons o f behavior pa t te rns : from the i n i t i a l 
observat ion of seemingly independent act ions such 
as throw, r u n , ca tch ; to h i g h - l e v e l concepts and 
in teg ra ted a c t i v i t y pat terns such as " h i t , " " o u t , " 
" s i n g l e . " 

A system a r c h i t e c t u r e us ing m u l t i p l e l eve l s 
of knowledge, process ing, and pa t te rn desc r i p t i on 
s i g n i f i c a n t l y con t r ibu ted to the successful 
des ign , cons t ruc t i on and operat ion of the l ea rn ing 
system. 
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