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We descr ibe a l ea rn ing paradigm designed to 
improve the performance of a robot in a p a r t i a l l y 
unpred ic tab le environment. The paradigm was suggest
ed by phenomena observed in animal behavior and it 
models aspects of t ha t behavior. (See Fl f o r 
d e t a i l s . ) An implementation as a working program 
is under way, intended f o r i nco rpo ra t i on in the now 
ope ra t i ona l JPL robo t . R ieger 's CSA system is the 
implementat ion language and inc ludes a p lan synthe
s i z e r ( R l ) . A b r i e f overview o f the r o b o t ' s e x i s t 
i ng system o rgan iza t ion is g iven in Thompson's paper 
on robot nav iga t ion in these proceedings ( T l ) • 

The paradigm inc ludes these components: 

(1) A p a t t e r n i n t e r p r e t a t i o n d i s c r i m i n a t i o n ne t . 
The terminat ions of t h i s net are po in te rs to 

p re -de f ined recognizable s t a t e s . A subset of the 
nodes ca l l ed d e f a u l t nodes, are i n i t i a l l y empty, 
but a d e f a u l t branch def ines a path to a se lec ted 
te rm ina t ion fo r t h i s case. 
(2) A group of outcome d i s c r i m i n a t i o n n e t s , one 
fo r each " a c t i o n " o f the r o b o t ' s behavior r e p e r t o i r e . 

Each te rm ina t ion of a g iven outcome net 
inc ludes a set of measurable a t t r i b u t e s tha t def ine 
a recognizable s t a t e . A l l the s ta tes of tha t net 
are the foreseeable outcomes of the corresponding 
a c t i o n . For example, the outcomes of the ac t i on 
"g rasp" may lead to s tates measured by a t t r i b u t e 
sets l i k e " touch sensors on" and " f i n g e r spread d" 
f o r a successful grasp. The outcome net termina
t i ons a lso conta in advice to an execut ion monitor 
such as "abor t a c t i o n , " " a l t e r ac t i on parameter." 
(3) A packet of demons, one f o r each outcome ne t . 

There is a demon f o r each te rmina t ion in the 
outcome net look ing f o r the corresponding a t t r i b u t e s 
in the sensory input stream. 

The l ea rn ing paradigm depends on an environment 
al ready f u n c t i o n a l in the JPL robo t . For example, 
the scene ana lys i s subsystem is capable of segment
i ng an input image of the environment i n t o ob jec ts 
w i t h measurable a t t r i b u t e s such as s i z e , shape, e t c . 
The paradigm also assumes tha t plans are ava i l ab le 
to an execut ion monitor before the ac t ions are exe
cuted v i a prestored plans or a plan synthes izer . 

During p lan execu t ion , f i r s t the i n t e r p r e t a t i o n 
net is t raversed dur ing in fo rmat ion ga the r ing , and 
an i n t e r p r e t i v e te rmina t ion is se lec ted . The execu
t i o n monitor looks ahead to f i n d the next ac t i on to 
be executed and ac t i va tes the outcome net and demon 
packet corresponding to tha t a c t i o n . The outcome 
net uses the fea tu re provided by the i n t e r p r e t a t i o n 
net to se lec t an expected outcome. The execut ion 
monitor looks in the selected te rmina t ion f o r advice 
to modify the ac t i on about to be executed. When tha t 
ac t i on is executed, the demon t r i ggered by the ac tua l 
outcome is compared w i t h the expected outcome. The 
experienced outcome also provides a back po in te r to 
a corresponding te rm ina t ion in the i n t e r p r e t a t i o n 
n e t . The execut ion monitor then s t a r t s a backward 
chain ing or reverse search opera t ion up the i n t e r p r e 
t a t i o n net s t a r t i n g from t h i s t e rm ina t i on . F i r s t , 
the execut ion monitor requests the a t t r i b u t e set 
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descr ib ing the ta rge t o f the a c t i o n executed. 
If the experienced outcome was the expected de fau l t 
cho ice , the a t t r i b u t e set desc r i b ing ta rge t appear
ance i s placed in a l l the de fau l t nodes in the l i s t 
p o i n t i n g to the de fau l t pa th . I f the experienced 
outcome was not the expected cho ice , the reverse 
search determines the l a s t de fau l t node common to 
the path lead ing to the experienced te rm ina t ion and 
the path to the selected t e r m i n a t i o n . The monitor 
places the ob jec t a t t r i b u t e set a t t h i s node in the 
l i s t p o i n t i n g i n the d i r e c t i o n o f the experienced 
te rm ina t i on . 

Many th ings can go wrong w i t h t h i s process: 

(1) Some measured a t t r i b u t e s may not be germane. 
The a t t r i b u t e sets re ta ined may be re f i ned by 

r e p e t i t i o n of s i m i l a r exper iences. Depending on 
whether the expectat ion is confirmed or re fu ted by 
exper ience, a p a r t i a l match of the a t t r i b u t e set 
a l ready res ident at the node may seek f o r a set of 
s i m i l a r o r d i f f e r i n g a t t r i b u t e s and e l im ina te 
a t t r i b u t e s not found to be r e l e v a n t . (See HR1, F l ) . 
(2) The appearance of the ob jec t is not r e l a t e d to 
the i n t r i n s i c proper ty sensed by the outcome e x p e r i 
ence. P a r t i a l matching may e l im ina te a l l s tored 
a t t r i b u t e s . 
(3) Several i n t r i n s i c p roper t i es tha t correspond to 
recognizable s ta tes may be present j o i n t l y , and the 
proper course of execut ion may not be c l ea r . 
(4) Objects w i t h s i m i l a r appearances may have 
opposing p roper t i es ( l i k e "dangerous" and " s a f e " ) . 
Depending on the con tex t , a choice in favor of one 
path or the other may be i n d i c a t e d , a l though t h i s 
may permanently exclude some favorab le outcomes ( F l ) . 
(5) The outcome p a t t e r n experienced may not 
correspond to any ac t i va ted demon. 

As we implement t h i s paradigm and gain e x p e r i 
ence w i t h i t s performance, we s h a l l attempt to deal 
w i t h these weaknesses and the others tha t no doubt 
w i l l be encountered. 

Er ror co r rec t i on here r e f e r s to the u l t ima te 
achievement of a goal s ta te a f t e r an i n i t i a l execu
t i o n f a i l u r e . Learning r e f e r s to avo id ing the 
f a i l u r e in subsequent attempts to achieve s i m i l a r 
goals . Er rors may be detected w i t h outcome n e t s . 
An i n v e s t i g a t i o n of e r r o r c o r r e c t i o n techniques 
fo r execut ion f a i l u r e s of the robot has been made 
( S I ) . These techniques, i n v o l v i n g Fa i l u re Reason 
Analys is and M u l t i p l e Outcome Analys is w i l l be 
incorporated as an i n t e g r a l par t of the robot 
l ea rn ing system. 
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