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Abst ract 

A scheme used in b u i l d i n g models of three -
dimensional ob jects through b inocu lar and motion 
pa ra l l ax analyses is presented. Some pre l im inary 
r e s u l t s in using the models fo r recogn i t i on are 
descr ibed, and a discussion of the major 
ob jec t i ves summarizes the r a t i o n a l e of the work. 
The p r i n c i p a l emphasis throughout the paper w i l l 
be tha t e f f e c t i v e v i s ion requ i res f l e x i b l e , 
domain- f ree, three-dimensional mode l l ing . 

I n t roduc t i on 

Object recogn i t i on and scene ana lys is 
research systems may be categor ized bv the use 
they make of models. The ' ha rd -w i red ' approach so 
common in areas such as chromosome c l a s s i f i c a t i o n , 
and t y p i c a l 'b locks wor ld ' ana lys is places them in 
the lower rank of model l ing v a r i e t i e s . The 
desc r i p t i ve p r i m i t i v e s and t h e i r i n t e r 
r e l a t i onsh ips which determine c l a s s i f i c a t i o n s are 
embedded i m p l i c i t l y in the operat ion of these 
schemes, and accommodation to other domains is out 
of the quest ion. Increased f l e x i b i l i t y can be 
a t ta ined through the more modular approach of 
supply ing the system w i th c e r t a i n pre-def ined 
fea ture p r i m i t i v e s from which i t can compose 
appropr ia te ob ject desc r i p t i ons . This technique 
can be seen in the two-dimensional v i s i o n works of 
Roberts, Barrow, Widrow, and Turner, and has a 
very s i g n i f i c a n t presence in many Computer-
Aided-Design schemes ( [ B r a i d ] , [Voe lcker ] ) and the 
three-dimensional work of Popplestone et a l . 
However, even in the v i s i on work here the 
dependence on a p a r t i c u l a r domain is very heavy. 
No general shape desc r i p t i ve mechanism is 
a v a i l a b l e , and each form to be recognized must be 
an t i c i pa ted and encoded (or programmed) 
beforehand. With the s t a t i c nature of t h e i r 
fea tu re sets and t h e i r l i m i t e d d e s c r i p t i v e range, 
these systems have only cosmetic advantage over 
the ' ha rd -w i red ' approach. 

I t i s common p rac t i ce i n we l l de f ined , 
task -o r ien ted problems to in t roduce such 
domain-spec i f i c , i n s i g h t - d r i v e n program t a i l o r i n g 
whenever i t w i l l lead to more d i r e c t and e f f i c i e n t 
s o l u t i o n s . In these cases, p u r i s t a t t i t u d e s , 
arguing f o r gene ra l i t y and f l e x i b i l i t y , should 
r i g h t l y be abandoned. The long term prospects of 
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machine v i s i o n , however, cannot be met by 
extension of programs dedicated and optimized in 
t h e i r performance to s p e c i f i c domains. In t h i s , 
gene ra l i t y and f l e x i b i l i t y w i l l be essent ia l 
i ng red ien t s . 

A system, to show competence in v i sua l 
processing, must, among other t h i ngs , be able to 
both use and const ruct f u l l y desc r i p t i ve (and t h i s 
means three - dimensional) models of the objects 
in i t s environment. I t must be able to look out 
on a scene and b u i l d models of whatever is there 
(hands, people, ca rs , e t c . ) , and then be able to 
manipulate these models, comparing them w i th other 
descr ip t ions i t may b u i l d in analyz ing some l a t e r 
viewed scene. Regarded in t h i s way, the program's 
r o l e w i l l be seen to be qu i te passive - i t w i l l 
not be ac t i ng .as. the models, but as an i n t e l l i g e n t 
i n t e r f a c e between those in i t s memory and the 
presented v i s u a l data. Only in t h i s way, w i th 
s p e c i f i c domain dependent knowledge removed from 
the processing can the wanted e x t e n s i b i l i t y be 
sought. 

Note tha t the model b u i l d i n g regui red of such 
a system i s , in a way, complementary to 
r ecogn i t i on . While recogn i t i on is a process of 
tak ing descr ip t ions from memory and using them in 
the ana lys is of presented v i s u a l images, model l ing 
is the process of analyz ing such v i sua l images to 
bu i l d desc r ip t ions of the objects from the present 
environment. Since recogniz ing is assoc ia t ing the 
experiences of the present w i th those of the past , 
i t is only appropr ia te tha t a recogn i t ion scheme 
also be a model l ing scheme.. it needs to keep a 
record of i t s past experience. 

A la rge par t of the reason f o r the 
p r o l i f e r a t i o n o f domain-speci f ic v i s i on research 
may l i e in the myopia inherent in the way sensors 
have been used. T y p i c a l l y , an e n t i r e ana lys is is 
based upon a s ing le t e l e v i s i o n image. This may 
seem to be a reasonable compromise, as it does 
appear to a l low the f e e l i n g and f l avour of v i s i o n 
wi thout the compl icat ions of three - dimensional 
or t ime ana lys i s . Unfor tunate ly such a process 
has a s t r i k i n g resemblance to a s t a t i o n a r y , 
one-eyed f l y ' s s ing le -sho t v i s i o n , and provides 
too weak a paradigm when the ever-present 
comparison is w i th tha t of our own human s i g h t . A 
machine v i s i on system, as the human system it 
t r i e s to s imu la te , must be able to increase and 
r e f i n e the understanding i t has o f i t s environment 
- working in a domain of three-dimensional 
ob jec t s , i t s representa t ion must encompass tha t 
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three - d imens iona l i t y , yet a s ing le (note s ing le) 
projected image of some unknown object can reveal 
very l i t t l e of i t s 3-D nature . Consider the task 
of t r y i n g to ex t rac t s u f f i c i e n t in format ion from a 
t e l e v i s i o n image not Just to recognize some 
ob jec t , but to create a descr ip t ion that w i l l 
enable tha t ob ject to be recognized whenever i t is 
seen again , in any o r i e n t a t i o n , and under any 
viewing cond i t i ons . This weakness of the s ing le -
view approach has been a re-enforcement fo r 
pre-analyz ing two - dimensional p ro jec t i ons , and 
thus imposing on the processing a domain of 
expecta t ion . An escape from t h i s domain 
dependence t rap c a l l s f o r a d i f f e r e n t , 
considerably stronger paradigm. 

It was my in ten t ion in t h i s work to explore 
the p o s s i b i l i t i e s of machine v is ion in an 
un res t r i c ted domain of ob jec ts , w i th viewing 
condi t ions as near those in which the human system 
operates as p rac t i cab le ( t h i s excluded lasers , and 
other such d i r ec t ranging devices) . The necessity 
of having a three-dimensional representat ion led 
me to consider ways of represent ing surface shape, 
and, in t u r n , three-dimensional object s t r u c t u r e , 
and the need to obta in t h i s s t ruc tu re through a 
t e l e v i s i o n camera led me to the problem of 
determining means of making such three -
dimensional measures. 

Humans use binocular and motion para l lax (as 
we l l as other innate and learned techniques) in 
d i s t i ngu i sh ing depths, and I determined to 
concentrate on seeing how an analys is of t h i s 
b inocular and motion pa ra l l ax , as obtained through 
a mobile t e l e v i s i o n camera, could reveal three -
dimensional shape and re l a t i onsh ips . (S imi la r 
approaches can be seen in the work of [Baumgart], 
which s tar ted e a r l i e r and ran concurrent ly w i th 
t h i s work, and the l a t e r work of [ B u r r ] . ) 

I t is important not to bu i l d i n t o a v i s i on 
system any spec i f i c knowledge of shapes. This 
means we must exclude from considerat ion any 
process tha t takes regions from an image, i n f e r s 
t h e i r o r i en ta t i on from an analys is of shape ( i . e . , 
a c i r c l e may appear as an e l l i p s e ) , and uses these 
i n fe r red shapes as p r im i t i ves in i t s model 
desc r i p t i on . It is only a f t e r we determine a 
context , based on experience, tha t we can do t h i s 
in our v i s i o n , and a v i r g i n modell ing system, 
having no experience, and knowing nothing of the 
context that experience teaches, should s i m i l a r l y 
have no preconceptions of shape or shape 
imp l i ca t i ons . 

Curvature. Irregularities and Building, Motels 

What I have done in t h i s work in an attempt 
to keep shape preconceptions out of the 
processing is to chose a very low- leve l 
desc r ip t i ve p r i m i t i v e , hopefu l ly wi thout a domain 
b ias , and use t h i s in spec i fy ing shape. The 
descr ip t ion is formed by l oca t i ng p a r t i c u l a r 
second order i r r e g u l a r i t i e s in pro jected images, 
t rack ing them over a ser ies of views, and bu i l d i ng 
up a meshed network whose nodes are these 
i r r e g u l a r i t i e s ( i n 3 space), and whose arcs are 
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the surface curvatures j o i n i n g them. The model of 
a sur face 's shape, then, is t h i s meshing of 
vectors and curvature descr ip tors - to be 
v isua l ized perhaps as a wire-meshed exoskeleton. 
An object whole, which may cons is t of many 
surfaces, is defined in a s im i l a r manner, w i th 
vectors loca t ing and o r i en t i ng i t s cons t i tuen t 
surfaces. Figure 1 shows a s ing le-sur faced ob jec t 
defined in t h i s way. 

The p r im i t i ves of these shape descriptions 
are points of curvature i r r e g u l a r i t y - those 
pos i t ions in the image where constant curvature 
a rcs , f i t t e d to the contours (or edges), 
terminate. These occur most p reva len t l y where 
shape i r r e g u l a r i t y is densest, and, being l o c a l 
measures, a l low the analys is to be much less 
suscept ib le to p ro jec t i ve anomolies and occlusions 
( the t o t a l surface shape, being a complex of l oca l 
shape, only loses d e f i n i t i o n at the occ lus ion) . 
They are psycholog ica l ly i n t e r e s t i n g , being 
measures of the most d i sc r im ina t i ve aspect of 
shape, i t s smoothness and i r r e g u l a r i t y (remember 
Attneave's c a t ) , and t h e i r use as a metric puts no 
cons t ra in ts on the type of shapes to be deal t w i th 
(any projected shape can be c lose ly approximated 
wi th c i r c u l a r a rcs , even polyhedral edges). 

Object studied from l e f t Object from f ron t 
Figure 1 

The implementation forced several compromises 
in the professed i n t e n t i o n s . C lea r l y , c l u t t e red 
scenes were not allowed in the modell ing phase. 
Objects studied were r i g i d , s ing le -co loured , 
opaque so l i ds (although e a r l i e r work was done wi th 
a mul t i -co loured o b j e c t ) . A f i xed camera frame 
made i t necessary to r o ta te the ob jec ts , ra ther 
than the camera ( f o r most purposes, these are 
equ i va len t ) . 

The task of obta in ing object descr ip t ions of 
t h i s form is implemented through two processes 
(programmed in Macro on a PDP-10). The f i r s t 
analyzes i n d i v i d u a l images of a scene, ex t rac t i ng 
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contour descriptions based upon the i r regular i ty 
measure. The second takes sequential pairs of 
such descriptions, correlates them (that i s , 
correlates their i r regu la r i t i es ) , and constructs 
the meshed networks representing their shapes. 

The protocol for the low level analysis is 
the fol lowing. An object, mounted on a sp i t , is 
photographed, the image analyzed, and the results 
of the analysis are passed to the correlation 
process. The object is then rotated on the spit 
(through a known angle) to a new orientat ion, 
where it is photographed, and the analysis 
repeated. Further rotations are made, each being 
followed by the image acquisit ion, analysis, and 
transmission to the correlator. 

Each analysis f i r s t involves scanning the 
intensity array to f ind picture points that 
(probably) l i e on region boundaries, a Drocess 
which requires two passes over the array with a 2 
by 1 pixel operator. The f i r s t pass locates the 
horizontal edges, the second the ver t ica l 
(f igure 2a). There is l i t t l e of special 
significance in this aspect of the processing., 
the edge points, or intensity discont inuit ies, are 
positioned where the intensity gradient is 
greatest in an area bounded by either 
near-homogeneous areas ( typical ly the middle of 
image regions), or intensity gradient in f lect ions. 
Circular arcs are then f i t t e d through these 
points. The endpoints, or Junctions of these arcs 
are the curvature i r regu lar i t ies used in the 
correlation (f igure 2b). 

viewed from 90c to l e f t viewed from front 
Edges running between end points of 3-D vectors 
determined by the correlation of the vertices of 

the 2 view descriptions of Figure 2b. 
(gaps occur when 2 adjacent i r regular i t ies 

do not have correlates) 
Figure 3a 

viewed from the le f t viewed from the front 
Next correlation vectors 

Fieure 3b 

Composite description from 3a and 3b 
formed by superimposing the 2 descriptions 
and binding them together with the tracked 

'depth' arcs. 
Figure 3c 

The correlation process operates on the 
output of two sequential low level analyses. It 
begins by finding corresponding regions in the two 
views (using as measures distance apart, size, and 
average intensi ty) . Once these are established, 
it selects corresponding curvature i r regular i t ies 
and, correlating them, determines the three -
dimensional vector they imply (f igure 3a). The 
measures used in selecting corresponding curvature 
i r regular i t ies include the concavity or convexity, 
both at the junctions and in the arcs on either 
side (these are topological tes ts) , and the 
magnitude of their separation and the direction of 
their vertex bisectors (posit ional tests) . To 
determine the vector, the correlation process must 
know the equation of the rotat ional axis (the 
spi t) lying in the plane of projection, i t s 
distance from the camera, and the rotat ional angle 
change, as well as the two - dimensional 
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coordinates of the i r r e g u l a r i t i e s in the two views 
( the vector at po in t X in f i gu re 3a was derived 
from the co r re l a t i on of ve r t i ces 1 and 2 in f i gu re 
2b) . Figure 3b shows the pos i t ions of vectors 
from the next c o r r e l a t i o n , and f i gu re 3c shows the 
composite descr ip t ion a f t e r these 2 co r re la t i ons . 

I t i s n ' t obvious, but t h i s co r re l a t i on works 
equal ly w e l l fo r ' r e a l ' edge i r r e g u l a r i t i e s , such 
as the ve r t i ces of a cube, as it does fo r those on 
'pseudo' edges, three-dimensional contours. With 
the former ( f i g u r e 4a) , the vector w i l l ac tua l l y 
locate the vertex (w i t h in the d i g i t i z a t i o n e r r o r ) , 
whi le in the l a t t e r case, the vector w i l l i nd ica te 
a point near the surface l y i n g between the 
i r r e g u l a r i t i e s seen in the two projected views 
( f i g u r e Mb). This may seem to be a f law in the 
model l ing, but is ac tua l l y qu i te the opposite -
the distance above the surface is propor t iona l to 
the angle of r o t a t i o n and the convexity of the 
sur face, and is not large - the arcs connecting 
these vectors (termed 'dep th ' arcs) l i t e r a l l y hold 
the model together. 

Each such vector may have up to four sur face 
desc r ip to r arcs l eav ing i t ( f i g u r e 5 ) . Two o f 
these may be to the l e f t and r i g h t ( ' b read th ' 
a r c s ) , and run to vectors ad jacen t , and der ived 
from the same two i n d i v i d u a l v iews. The other two 
may extend to the f r o n t and rear ( these are 
'depth' a r c s . . no t i ce those arcs in f i gu re 3c 
which were not present in e i t h e r f i gu re 3a or 3b ) . 
The l e f t / r i g h t arcs car ry curvature i n fo rma t i on , 
as t h e i r shapes were seen in the two views 
co r re la ted , but the depth arcs have no i n d i c a t i o n 
of cu rva tu re . . t h e i r shapes were not seen. In 

fac t depth arcs are jus t i n fe r red from the 
t rack ing of vectors as the object ro ta tes ( t h i s is 
the motion component of the ana l ys i s ) . An ongoing 
c lus te r i ng process col lapses these 'dep th ' arcs 
when the i r r e g u l a r i t i e s they separate are w i t h i n 
the d i g i t i z a t i o n e r ro r of each other , and creates 
others when new i r r e g u l a r i t i e s approach e a r l i e r 
ones (the descr ip t ion is wrapping back around on 
i t s e l f ) . 

4 possible surface descr ip tor arcs 
Figure 5 

These vectors and arcs, then, are the basis 
fo r surface shape desc r ip t i on . Since an object 
may consist of many surfaces, each is spec i f ied as 
a composite of i t s surface vectora l descr ip t ions . 
(As mentioned e a r l i e r , the objects modelled were 
almost exc lus ive ly s ing le-sur faced. ) Figure 7 
shows the progression of the modell ing through a 
sequence of ten views ( i n 20 degree increments) 
wi th the object of figure 6. Part ' a ' is the 
i n d i v i d u a l regions as found in the i n t e n s i t y 
arrays, part ' b ' shows the 'b readth ' arcs formed 
from the co r re la t i ons (viewed from 90°to the l e f t , 
and from the f r o n t ) , whi le part ' c ' ind ica tes the 
composite descr ip t ions as they are formed 
(successive ' b read th ' arcs jo ined wi th t h e i r 
tracked 'dep th ' a r c s ) , again viewed from 90°to the 
l e f t , and from the f r o n t . 

Figure 9 shows the completed model viewed 
roughly in the o r i e n t a t i o n s depicted in f i g u r e 8 . 
There are a few aberrant po in ts on t h i s model, 
notab ly in the l e f t f i g u r e a t the extreme bottom 
r i g h t and the too l e f t . These a r i s e from the 
c o r r e l a t i o n o f i r r e g u l a r i t i e s whose l o c a l sur face 
i s near ly or thogonal t o the r o t a t i o n a l a x i s . . 
t h i s e r r o r is d i f f i c u l t to avoid when only one 
ax is is used. Two perpendicular axes can be 
handled in t h i s model l ing scheme, but t e s t s were 
only c a r r i e d out f o r the case of one a x i s . 
D e t a i l s o f the mode l l i ng , j us t mentioned here , are 
a v a i l a b l e i n [Bake r ] , 
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Progression of the Modelling 
in 20 degree increments 

Figure 7 

Shape Comparisons 

As expressive as these descriptions may seem, 
they are surely too verbose to be used alone for 
object recognition, and it is at th is point that 
our interest may turn to the use of shape 
primit ives. However, for freedom from domain 
dependence, it is essential that any such 
primitives be abstracted only from the shape 
models in the modelling scheme's memory. That i s , 
if it is to use shape feature primit ives, they 
must be ones which it derives i t s e l f over a period 
of preliminary operation. Although essential, 
this is of course a gargantuan task. A subproblem 
here as well is that of being able to compare 
parts of such models so that common descriptions 
may be abstracted as shape primit ives, to be then 
applied to the analysis of subsequently presented 
objects. An ef f ic ient recognition scheme w i l l 
work with these abstracted primitives to par t i t ion 
models into more symbolic form, but of course th is 
too requires vectoral comparisons. The comparison 
process is thus basic to both recognition and 
generalization, and the appropriateness of the 
representation w i l l depend upon i t s ab i l i t y to be 
used in such a model matching scheme. 

Figure 10a r.epeats the model constructed for 
the object of f igure 1. Figure 10b shows another 
model of the same object, but constructed from a 
d i f ferent i n i t i a l or ientat ion (making i t very 
unl ikely that many, if any, of the i r corresponding 
vectors w i l l be coincident). The two models have 
between 80 and 100 vertex points (three 
dimensional vectors) each, which suggests that the 
straightforward approach of comparing a l l points 
in pairs would be impract ical . It is also obvious 
that there needn't even be a 1 to 1 correspondence 
between the points on the two models. Although 
the vectors are derived by analyzing shape 
i r r egu la r i t i e s , these are project ive measures, and 
with two arb i t rary i n i t i a l positioninga, nothing 
can be assumed about their relative orientations 
or the relative looations of their surface 
vectors. If shape comparison is to proceed, 
something must be found that w i l l allow these 
relations to be discovered. 
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from l e f t from f ron t from below 
Model of same object as f i g u r e 1, but analyzed 

from a d i f f e r e n t o r i en ta t i on 
Figure 10b 

As each model is constructed, it is put in a 
pseudo-canonic form ('pseudo' because it cannot be 
guaranteed to be un ique) . , i t is reor iented about 
a coordinate frame defined by i t s greatest 
breadth, and two other axes ca lcu lated normal to 
t h i s . Yet even t h i s does not ensure a unique 
o r i e n t a t i o n , as the views used for the co r re la t i on 
are d isc re te p ro jec t i ve s l i c e s , and an object 
having many s im i la r large diameters could 
(depending upon the p a r t i c u l a r views seen) have 
any of them chosen as i t s maximal. To force a b i t 
more order i n t o the process, I assume that if two 
shapes are to be considered s i m i l a r , then at least 
a ce r ta in number of t h e i r t opo log i ca l l y 
s i g n i f i c a n t features should correspond (note that 
the assumption could run i n t o t roub le where there 
is severe occlusion or where an object has a 
h igh ly symmetric na tu re ) . This is implemented by 
keeping w i th each model a l i s t of i t s 6 most 
concave or convex ver t ioes (these character ize the 
l o c a l surface shape about a vector , and are 
ind icated in f igu res 10a and 10b byO), The f i gu re 
6 is a r b i t r a r y , but must be at leas t 3 to enable 
the t ransformat ion equations to be determined (the 
more there a re , the be t te r the chance of f i n d i n g a 
match, but equal ly the longer it may take to 
discover i t ) . The problem of f i n d i n g the possible 
re l a t i onsh ip between the two shapes is now reduced 
to f i nd ing s im i l a r . t r iang les in these 2 sets of 6 
points (w i th the add i t i ona l requirement that 
corresponding ve r t ioes be of the same type -
e i ther concave or convex) ( f i g u r e 11). The 
s i m i l a r i t y , ra ther than congruence, al lows objects 
of d i f f e ren t scale to be compared. 

If no such pa i r of s im i la r t r i ang les can be 
formed among these po in ts , then the surfaces may 
be considered to be d i f f e r e n t (w i th the above 
noted exceptions to the assumption). I f there is 
such a pa i r , then the t ransformat ion that maps one 
set onto the other should equal ly map a l l po ints 
in that model onto the other model (however not 
necessar i ly in a point to po in t way). Comparing 
the shapes is then a matter of r eo r i en t i ng and 
t rans la t i ng successive vectors of the one model, 
and determining how close each l i e s to the surface 
of the other model. This is done by f i nd ing which 
'pa tch ' of the other surface each point p ro jec ts 
onto and determining i t s distance from tha t 
surface ( f i gu re 12). A recurs ive process crawls 
about on the two meshmgs, branching along each 
arc , and backing up when a node vector l i e s too 
fa r from i t s opposing surface. 

The t heo re t i ca l e r ro r l i m i t of the 
co r re la t i on process was about one f i f t h of an inch 
fo r the 90 by 90 images used (wi th a 9 inch f i e l d 
of view at about 5 f e e t ) , and the vector to 
surface distance allowed in the matching was twice 
t h i s value. I t would be possible (although i t was 
not implemented) to look at the cumulative er rors 
in po in t to surface mappings, and use these to 
adjust the i n i t i a l l y i n fe r red t ransformat ion 
equations. This would be of major advantage 
whenever the s im i la r t r i a n g l e ve r t i ces are located 
to one side of the surface, where the d i g i t i z a t i o n 
and co r re l a t i on inaccuracies could lead to minimal 
e r ro r in the t ransformat ion fo r points near the 
ve r t i ces but s i g n i f i c a n t er rors as the distance 
from them increases. Figure 13 shows both objects 
in the o r i en ta t i on in which they were successfu l ly 
matched (80% of the points corresponded, whi le 
only 23% in the l e f t model were successfu l ly 
mapped onto the surface of the model in f i gu re 9 ) . 

Models of f i gu res 10a and 10b, drawn in 
the o r i en ta t i ons in which they were found to match 

Figure 13 
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I t is not my i n t en t i on to suggest from t h i s 
pre l iminary matching success tha t the memory of 
models be used in t h i s way, as the ex t rac t ion and 
use of commonly occur r ing shapes is c r i t i c a l f o r a 
recogn i t ion scheme that hopes to work in anything 
resembling rea l t ime. But, as s t a t ed , t h i s 
comparison procedure is an important par t of the 
genera l i z i ng , and it was necessary to show tha t 
the models could be manipulated and compared in 
t h i s way. 

My ob jec t i ve wi th t h i s work now is to go back 
through much of i t and br ing it up working wi th 
la rger (250 square) images of mu l t i - co loured 
ob jec ts , then when s a t i s f i e d w i th i t s performance 
at t h i s l e v e l , to study the shape genera l i za t ion 
problem. A few f u r t h e r , more f u t u r i s t i c , goals -
model mod i f i ca t ion to contain 'dynamic' s t ruc tu re 
in format ion (making 'work ing ' models of non - r i g i d 
ob j ec t s ) , and se l f - o rgan i za t i on of model memory, 
to provide e f f i c i e n t , perhaps c o n t e x t - s e n s i t i v e , 
r e t r i e v a l - i nd i ca te the p o t e n t i a l fo r f u r t he r 
development w i t h i n t h i s model l ing framework. 

Important Points 

This approach, stepping i n t o mu l t i p le - view 
ana lys is , marks a s i g n i f i c a n t change from previous 
work in machine v i s i o n . 

l t permi ts a valuable recons iderat ion of 
programming approach. Establ ished v i s i on methods, 
where a l l in format ion ava i lab le to the ana lys is is 
presented in one s ing le view, force the analys is 
to be temporal ly l o c a l w i th t h e i r o v e r - r i d i n g 
demand fo r an i n t e r p r e t a t i o n , and make the system 
p a r t i c u l a r l y sens i t i ve to the des t ruc t i ve 
in f luence of v iew-point anomolies and image noise. 
The analys is o f pa ra l l ax , w i th i t s c o r r e l a t i n g o f 
many sequent ia l images, allows one to loosen t h i s 
dependence on ' c l ean ' p i c t u res , and leave the 
genera l i z ing over er rors or ambigui t ies of 
analys is to the more capable higher l eve l process 
tha t works in t ime. ( ' D i r t y ' , o r s t r u c t u r a l l y 
discontinuous sequences of p ic tures don ' t exact ly 
he lp , but ne i ther are they ca tas t roph ic . ) 

Different still is its approach to the. 
representation of objects and shape. for concise 
vet de ta i l ed desc r ip t i ve models. As much as i t s 
uniqueness was underplayed in the discussion of 
shape matching, there is t r u l y something canonic, 
and even psycho log ica l ly s i g n i f i c a n t , in the use 
o f t h i s i r r egu la r i t y -based representa t ion . 

B u t m o s t s i g n i f i c a n t i s t h e s t e p th is. t a k e s 
towards establishing a mora reasonable kind, of 
i n i t i a l s ta te knowledge in the system, Previous 
e f f o r t s in computer v i s ion have involved embedding 
a great deal of domain-speci f ic knowledge (eg. 
the domain of t r i - h e d r a l convex polyhedra) i n t o 
the workings of the process. In these systems the 
i n i t i a l s ta te knowledge has served to def ine and 
const ra in the environment. Ins tead, t h i s system 
is g iven , through an understanding of pa ra l l ax , 
working knowledge of the behavior of phys ica l 
objects in three - space. Having ways of 

manipulat ing the environment, i t is able to 
exp lo i t t h i s behavioral knowledge in analyzing the 
scene. The con t ras t , then, l i a s , in g iv ing. the 
sys tem not spec i f i c knowledge of the. forms, in i t s 
world, but knowledge spec i f i c to its determining 
those forms. 
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