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Abstract 
Several modular processes are used to b u i l d 

r e l a t i o n s h i p s between a) two-dimensional regions 
and boundaries in a segmented image, and b) the 
hypothesized sur faces, volumes and ob jec ts of a 
three-dimensional wo r ld . A v a r i e t y of bottom-up 
and top-down s t ra teg ies coordinate the processes 
of SHAPE, PERSPECTIVE, SHADOW, and OCCLUSION to 
const ruct these r e l a t i onsh ips in the VISIONS system. 

I n t roduc t i on 

There are three major types of processing 
which lead to model cons t ruc t ion at the reg ion , 
sur face, volume, ob ject and frame l e v e l s : 
( i ) curve f i t t i n g of reg ion boundaries and ana lys is 
of contours in terms of p r i m i t i v e 2D shapes, 
( i i ) hypothesiz ing surfaces and volumes us ing the 
2D shape d e s c r i p t i o n s , the r e s u l t s of perspec t i ve , 
shadow, and occ lus ion analyses, and a d d i t i o n a l 
semantic i n fo rma t i on , and ( i i i ) ob jec t v e r i f i c a t i o n 
using a s p a t i a l processor which matches 2D p ro 
j e c t i o n s generated from a 3D desc r i p t i on of the 
ob ject against regions and contours from the image 
[Marr and N ish ihara , 1976]. 

Representat ion 

Objects in the data base are described in 
terms of p r i m i t i v e volumes. A general ized cy l i nder 
desc r i p t i on i s maintained in ob ject -centered 
coordinates f o r each of the component volumes of 
an ob jec t . We are c u r r e n t l y i n v e s t i g a t i n g the use 
o f B i n f o rd ' s f u l l general ized cy l i nde r desc r i p t i on 
[Ag in , 1972; Marr and N ish ihara , 1976]. This 
desc r i p t i on a l lows cross sect ions which are o r i e n t -
able in the plane (such as t r i a n g l e s , rec tang les , 
and e l l i p s e s ) . Relat ionships between the p r i m i t i v e 
volumes, sur faces, contours , and regions are 
e x p l i c i t l y s tored in the data base of long term 
knowledge. For example, the fac t tha t a cy l i nde r 
may p ro jec t as a c i r c l e when viewed on end or as a 
rectangle when viewed from the side is e x p l i c i t l y 
stored in the knowledge base. These re l a t i onsh ips 
provide some of the pathways between two and three 
dimensions. 

In add i t i on to an ob ject -centered coordinate 
system, we need to represent p a r t i a l three-dimen
s iona l in fo rmat ion ava i l ab le from image data in a 
viewer-centered coordinate system [Duda and Har t , 
1973]. A representa t ion has been developed which 
al lows a simple encoding of hypotheses about viewed 
object plane angles [Konol ige, 1977]. This representa
t i o n provides a simple r e l a t i o n s h i p between vanish ing 
points and object plane angles, and a separate encoding 
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of scale and angle i n fo rma t ion . This l a t t e r po in t is 
important because scale in fo rmat ion is ava i l ab le 
v i a knowledge about the s ize of recognized 
o b j e c t s , wh i le angle in fo rmat ion is der ived from 
hypotheses about image data . 

Curve F i t t i n g and Analysis of Contours 

The chain-encoded boundary segments are 
smoothed and f i t t e d w i t h s t r a i g h t l i n e s , con ies, 
and exponent ia ls . Ver t ices are analyzed in terms 
of i n t e r n a l angles and c l a s s i f i e d according to 
type [Duda and Har t , 1973]. Syntact ic and h e u r i s 
t i c methods are used to analyze these ve r t ex -
segment desc r ip t i ons to produce region desc r i p 
t i ons in terms of stored 2D p r i m i t i v e reg ions. 
During the process, syn tac t i c cues a l low regions 
to be s p l i t and/or merged to form contours which 
are more e a s i l y analyzed in terms of the p r i m i t i v e 
2D shapes. 

Spec i f i c in fo rmat ion fo r the l a t e r use by 
knowledge sources (KS's) is ext racted at t h i s 
l e v e l . Strong geometric forms such as t r i a n g l e s 
or squares are l a b e l l e d fo r the shape KS. Strong 
s t r a i g h t l i n e s are also l abe l l ed and po in ts of 
convergence of these l i n e s are found fo r l a t e r 
hypotheses about vanish ing po in t s . Non-adjacent 
regions w i t h s i m i l a r features are marked fo r 
f u r t he r ana lys is by the occ lus ion KS. 

Generation and V e r i f i c a t i o n of Hypotheses 

A l l p r i m i t i v e 2D shapes In the data base are 
associated w i t h the surfaces and volumes which 
p ro jec t as those 2D shapes. Once a region or 
contour in the image has been c l a s s i f i e d as a 
p r i m i t i v e 2D shape, we can then index i n t o the 
knowledge network to ob ta in possib le surfaces and 
volumes which may be present in the scene. Pers
pec t i ve , shadow, and occ lus ion in fo rmat ion on the 
o r i e n t a t i o n and extent of surfaces (such as the 
ground p lane, the hor izon l i n e , e t c . ) may be used 
to con f i rm, r e f u t e , o r r e f i n e hypotheses. 
F i n a l l y , ob jec ts or par ts of ob jec ts may be 
hypothesized on the basis of h igh-conf idence 
volume hypotheses. I t should also be noted t h a t , 
in add i t i on to shape ana l ys i s , the matching of 
c o l o r / t e x t u r e a t t r i b u t e s of regions and ob jects is 
a companion path to ob ject hypothesis and 
v e r i f i c a t i o n . 

Overa l l Strategy 

Figure 1 shows the r e s u l t s of apply ing one of 
the segmentation processes ( reg ion planning) of 
VISIONS to an image. We are c u r r e n t l y i n v e s t i g a t 
ing a v a r i e t y of volume-surface cons t ruc t ion 
s t ra teg ies fo r app ly ing the var ious KS's to t h i s 
processed data and using the r e s u l t s of other 
KS's. Which s t ra tegy is a c t u a l l y app l icab le at a 
given po in t in the model cons t ruc t ion process 
depends on a number of f a c t o r s , i nc lud ing the 

K o n o l i g e 



i n fo rmat ion ava i l ab le a t that po in t and the r e l i 
a b i l i t y of tha t i n fo rma t i on . One such s t r a t e g y , 
which incorporates both da ta -d i rec ted hypotheses 
and the use of semantic c lues , is given below. 

Example Strategy 

Often regions represent ing the ground and sky 
planes can be i n fe r red from co lor c h a r a c t e r i s t i c s 
and knowledge of where they appear in n a t u r a l 
scenes. Contour ana lys is can f i n d the s t rong 
s t r a i g h t l i n e s in the image. These could be used 
by the perspect ive KS to f i x the hor izon of the 
ground p lane, and by the shape KS to recognize the 
t r i a n g l e and square. Knowledge of the 2D p ro j ec 
t i o n of 3D shapes suggest e i t he r a pyramid or a 
wedge f o r the image t r i a n g l e ; a wedge is hypothe
sized i f the roof l i n e of the house is found. Then 
the s p a t i a l processor would o r i e n t the wedge to 
g ive the co r rec t p r o j e c t i o n . At t h i s po in t the 
shape KS could index i n t o i t s data base of ob jec ts 
to suggest a house roof f o r the wedge ; then a 
range f o r the d is tance of the house could be 
estimated from stored house s ize ranges. F i n a l l y , 
s ince the ground l i n e of the house is above the 
hypothesized ho r i zon , an upward ground slope to the 
house can be postu la ted (which in t h i s case is a 
cor rec t hypothesis) and computed us ing the 
estimated house d is tance . The desi red r e s u l t s of 
t h i s set o f analyses are i l l u s t r a t e d in Figure 2. 
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Figure 2 Desired volume-surface p lan f o r the coarse reg ion segmentation in Figure 1. This schematic 
f i g u r e shows house s i z e , road w i d t h , ground plane s lopes, and other 3D in fo rmat ion which might be 
der ived using perspec t i ve , shape, and occ lus ion knowledge sources. The observer 's view in t h i s 
schematic gives the p r o j e c t i o n shown in Figure 1. 
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Figure 1 Region plan from o r i g i n a l segmentation 
w i t h labe ls fo r regions whose area is greater than 
70 p i x e l s . 
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A great deal of work in machine vision has 
brought us to the point where we can t e l l that: 

a) image understanding is d i f f i c u l t , and 
b) image understanding is very useful. 

In order to conserve our l imited resources, we 
should pause br ie f l y and consider what new prob
lems to approach and how to tackle them in order 
to maximize the pay-off. In part icular , we might 
hope to pull together results of ef forts in many 
fragmented areas in order to build the foundations 
for future work. Perhaps, too, we can see how to 
structure investigations so that they contribute 
to basic understanding, rather than just develop
ing special solutions. This may not always be 
practical under real-world pressures. Neverthe
less, I w i l l l i s t four ideas I consider germaine 
to this topic: 

(1) We should pursue vision problems which 
lead to theories that can be tested 
by programming a d ig i ta l computer. 

The proof of the pudding is in the eating of i t . 
It is the d ig i ta l computer that enforces a certain 
rigour in our discipl ine and we ought to avoid 
spending much e f for t pursuing theories that cannot 
be tested. 

(2) We should look at real images -- in 
a l l their natural splendor. 

It is unusual not to be surprised by the actual 
data -- the real world rarely conforms to our ex
pectations. Often the tools for doing th is are 
not available -- an interactive system capable of 
displaying arbi t rary intensity prof i les and cal 
culating various simple measures and histograms is 
the minimum needed. One should be able to browse 
around in the image in a natural way. 

(3) We ought to understand the imaging 
process -- the way surfaces ref lect 
l i gh t .in part icular. 

It is hard to imagine any serious computer scien
t i s t processing information in some interesting 
fashion when he has no understanding of i t s or igins. 
We are only now beginning to understand how the 
physics of image-formation can be used to guide and 
constrain the process of obtaining a symbolic des
cr ipt ion of an image. 

(4) We need the equivalent of the molecu-
cular b io logis t 's Escherichia col i or 
the genet ic ist 's Drosophila melano-
gaster. 

Research in machine v is ion, scene analysis and 
image understanding has been fragmented because of 
the enormous domain of potent ial ly interesting 
problems. If we could agree that one, or a small 
number, of vision problems or image types can pro
vide enough stimulation for work on several aspects 
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of image understanding we could benefit tremendous
ly from the resultant c ross- fer t i l i za t ion amongst 
experts in di f ferent domains. 


