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A b s t r a c t 

T h i s paper i s a compar i son o f ABSTRIPS, p l a n n i n g 
(as d e f i n e d in N e w e l l and S imon , 1972) and GPS. 
Each o f t h e s e methods has p a r a m e t e r s cha t c o n t a i n 
h e u r i s t i c i n f o r m a t i o n w h i c h i s p r o b l e m d e p e n d e n t . 
These p a r a m e t e r s a r e used t o g u i d e t h e methods 1 

s e a r c h and u s u a l l y cause them t o b e i n c o m p l e t e i n 
t h e sense t h a t t h e y canno t s o l v e some p rob lems t h a t 
have s o l u t i o n s . We show t h a t t h e pa rame te r s o f t h e 
methods s e r v e t h e same f u n c t i o n i n t h e f o l l o w i n g 
s e n s e : G i v e n t h e p a r a m e t e r s f o r one method we can 
f o r m u l a t e t h e p a r a m e t e r s f o r t h e o t h e r two such 
t h a t a l l t h r e e can s o l v e t h e same c l a s s o f p r o b l e m ; 
i . e . t h o s e w h i c h have t o t a l l y o r d e r e d s o l u t i o n s . 
T h i s r e s u l t i s somewhat s u r p r i s i n g because t h e 
s e a r c h spaces o f t h e methods a r e d i f f e r e n t . The 
I m p l i c a t i o n s o f t h i s r e s u l t t o t h e e f f i c i e n c y o f 
s e a r c h I s d i s c u s s e d a t some l e n g t h . 

1 . I n t r o d u c t i o n 

The pu rpose o f t h i s paper i s t o compare 3 d i f f e r 
en t p r o b l e m s o l v i n g me thods : ABSTRIPS ( S a c e r d o t i , 
1 9 7 4 ) ; p l a n n i n g ( N e w e l l and S imon , 1972) and GPS 
( E r n s t and N e w e l l , 1969)+ . The r e l a t i o n s h i p b e 
tween p l a n n i n g and GPS i s r e a s o n a b l y w e l l u n d e r 
s t o o d , b u t t h e i r r e l a t i o n s h i p t o ABSTRIPS has been 
much l e s s u n d e r s t o o d . 

A l l t h r e e methods a re i n c o m p l e t e i n t h e sense t h a t 
t h e y canno t s o l v e c e r t a i n p rob lems t h a t have s o l u 
t i o n s . Hence , i t makes sense t o a t t e m p t t o 
c h a r a c t e r i z e t h e c l a s s o f p rob lems t h a t t h e y can 
s o l v e . T h i s s h o u l d a l l o w one t o answer such q u e s 
t i o n s a s , "Under what c o n d i t i o n s can GPS s o l v e any 
p rob lem t h a t ABSTRIPS can s o l v e ? " To answer such 
q u e s t i o n s we w i l l b u i l d a f o r m a l model o f ABSTRIPS 

T h i s r e s e a r c h was s u p p o r t e d by t h e N a t i o n a l 
Sc ience F o u n d a t i o n under g r a n t s GJ-1135 and 
MCS75-23412. 

^ P l a n n i n g and GPS were c o n c e i v e d o f by A l N e w e l l , 
C l i f f Shaw and Herb Simon i n t h e 1 9 5 0 ' s . The 
r e f e r e n c e s g i v e n h e r e were chosen because they a r e 
more a c c e s s i b l e t h a n t h e i r o r i g i n a l p u b l i c a t i o n s . 
T h i s use o f t h e word ' p l a n n i n g 1 i s somewhat 
d i f f e r e n t t h a n i t s use i n r o b o t i c s r e s e a r c h . 
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and p l a n n i n g . The model d e v i a t e s s l i g h t l y f r o m 
t h e way ABSTRIPS r e a l l y works b u t i t i s a c l o s e 
a p p r o x i m a t i o n t o ABSTRIPS. Us ing t h i s model and 
t h e one f o r GPS ( E r n s t , 1969) we can answer t h e 
above q u e s t i o n . 

The f o r m a l i s m s a r e n o t i n t hemse lves p a r t i c u l a r l y 
i n t e r e s t i n g . However , t h e y d o r e v e a l t h e r e l a 
t i o n s h i p among p a r a m e t e r s o f t he t h r e e me thods . 
T h a t i s , each method has c e r t a i n h e u r i s t i c i n f o r 
m a t i o n a s p a r a m e t e r s t o g u i d e i t s s e a r c h . I n GPS, 
t h e p a r a m e t e r s a r e t h e d i f f e r e n c e s and d i f f e r e n c e 
o r d e r i n g ; i n ABSTRIPS t h e y a r e t he c r i t i c a l i t y 
l e v e l s o f t h e v a r i o u s p r e d i c a t e s . Our a n a l y s i s 
c l e a r l y shows t h e r e l a t i o n s h i p be tween t hese two 
k i n d s o f p a r a m e t e r s . I n a d d i t i o n , s i n c e t h e r e a re 
f o r m a l c o n d i t i o n s o f " g o o d " d i f f e r e n c e s f o r GPS 
( E r n s t , 1 9 6 9 ) , t h e s e c o n d i t i o n s s h o u l d p l a c e c o n 
s t r a i n t s on " g o o d " p a r a m e t e r s f o r ABSTRIPS and 
p l a n n i n g . S a c e r d o t i (1974) g i v e s some i n f o r m a l 
r u l e s t h a t h e uses i n a s s i g n i n g c r i t i c a l i t y l e v e l s 
t o p r e d i c a t e s w h i c h a r e c o n s i s t e n t w i t h t he c o n d i 
t i o n s o f good d i f f e r e n c e s b u t t h e l a t t e r a r e c o n 
s i d e r a b l y s t r o n g e r t h a n h i s r u l e s . 

We s t a r t o f f w i t h a b r i e f d e s c r i p t i o n o f ABSTRIPS 
and p l a n n i n g . T h i s i s f o l l o w e d b y a f o r m a l i z a t i o n 
and a n a l y s i s o f ABSTRIPS and p l a n n i n g . The l a s t 
s e c t i o n c o n t a i n s a d i s c u s s i o n o f t h e t h r e e m e t h 
o d s . 

2 . P rob lem S p e c i f i c a t i o n 

A p r o b l e m s t a t e o f ABSTRIPS (and i t s p r e d e c e s s o r 
STRIPS ( F i k e s and N i l s s o n , 1971) ) i s a s e t o f 
f o r m u l a e i n f i r s t - o r d e r l o g i c . Fo r examp le , i f 
t h e f o r m u l a I n r o o m ( R o b o t , Rooml) were p a r t o f t he 
s t a t e , t h a t w o u l d i n d i c a t e t h a t t h e Robot was i n 
Room 1 i n t h e s t a t e . The s e t o f d e s i r e d s t a t e s i s 
a l s o r e p r e s e n t e d by a f o r m u l a , W. Any s t a t e 
w h i c h i m p l i e s t h a t W i s t r u e i s a d e s i r e d s t a t e . 

The o p e r a t o r s a r e r u l e s f o r t r a n s f o r m i n g one s t a t e 
i n t o a n o t h e r . For examp le , i f t h e r o b o t wan ted t o 
move B o x l t o Box2 i t w o u l d use t h e o p e r a t o r 
P u s h b ( B o x l , Box2) where Pushb i s g i v e n i n F i g u r e 
1 . For t h i s o p e r a t o r t o b e a p p l i c a b l e , t h e p r e 
c o n d i t i o n s must b e t r u e o f t h e c u r r e n t s t a t e , 
i . e . , t h e p r e c o n d i t i o n s g i v e t h e domain o f t h e 
o p e r a t o r . The c u r r e n t s t a t e i s m o d i f i e d b y d e 
l e t i n g a l l o f t h e f o r m u l a e l i s t e d unde r d e l e t i o n s 
and a d d i n g t h e f o r m u l a e under a d d i t i o n s . For 
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example, i f Nex t to (Box l , Doorl) was in the current 
s t a te it would be one of the de le t ions and 
Nex t to (Box l , Box2) would be one of the add i t ions 
in forming the new s ta te r e s u l t i n g from apply ing 
Pushb(Boxl, Box2). The $1 in Figure 1 is j u s t a 
v a r i a b l e . 

Pushb (x ,y ) 
Precond i t ions : 

Type(y, Object) 
Pushable(x) 
Nextto(Robot,x) 
3 r [ lnroom(Robot, r ) & Inroom(y,r ) 

& I n room(x , r ) ] 
De le t ions : 

Next to(Robot ,$ l ) 
Nex t t o ( x , $ l ) 
Nex t t o ($ l , x ) 

Add i t i ons : 
Nex t to (x ,y ) 
Nex t to (y ,x ) 
Next to(Robot,x) 

Figure 1 . 

The ABSTRIPS operator tha t pushes box x to 
ob ject y . 

problem. 

I n i t i a l S ta te : 

Desired s t a t e s : Next to(Bl ,B2) 

Operators: 

Robot 
1 _ j 

"l.. B1 

[ R l 

\ Dl 
B2~ 

R2 

C r i t i c a l i t y : 

Pushb(x,y)—Push box x to object y. 

PTD(x,y)—Push box x through door y. 

Gotob(x)—Go to box x. 

Pushd(x,y)—Push box x to door y. 

Other operators are not given here 
because they are not necessary to 
solve t h i s problem. 

Level 6—Type, Pushable 

Level 5—Inroom 

Level 2—Nextto 

For the purposes of t h i s repor t the d e t a i l s of 
the problem s p e c i f i c a t i o n are not impor tant . The 
important th ing is t ha t each problem has a s ta te 
space, an i n i t i a l s t a t e , a set of desired s t a t e s , 
and a set of opera to rs . Each operator is a par
t i a l f unc t i on from s ta tes i n t o s t a tes . The domain 
o f the operator is g iven by i t s p recond i t ions . I t 
should be noted tha t Pushb is r e a l l y a p a r t i a l 
f u n c t i o n schema; i t becomes a p a r t i a l f unc t i on 
a f t e r values are spec i f i ed f o r x and y, i . e . , 
Pushb(Boxl, Box2) is a p a r t i a l f u n c t i o n . The 
po in t is that ABSTRIPS is not dependent on the 
problem s p e c i f i c a t i o n language but i t s under ly ing 
a lgebra ic s t r u c t u r e . Hence, ABSTRIPS could be 
app l ied to problems spec i f i ed in the other langu
ages such as the one given in Erns t , et al (1974) 
in which s ta tes are represented by a r rays . 

3. Descr ip t ion of ABSTRIPS 

ABSTRIPS assumes tha t each predicate in the p re 
cond i t ions of operators has a c r i t i c a l i t y l e v e l 
assigned to i t . (Ac tua l l y Sacerdot i (1974) has a, 
semi-automatic way o f assigning c r i t i c a l i t y l e 
v e l s . ) The i n t u i t i v e idea behind c r i t i c a l i t y 
l eve l s is that h igh l e v e l predicates are more 
d i f f i c u l t to change than low l e v e l p red ica tes . 

A simple problem is g iven in Figure 2 and 
ABSTRIPS1 s o l u t i o n i s depicted in Figure 3 . I t 
s t a r t s o f f by t r y i n g to t ransform the i n i t i a l 
s ta te in Figure 2 i n t o one in which Bl is next to 
B2. (This is subproblem 1 in Figure 3.) ABSTRIPS 
notes tha t the operator Pushb(B1,B2) is re levant 
to t h i s problem and appl ies i t , which solves the 

Figure 2. A simple problem fo r ABSTRIPS. 

The reader w i l l qu ick ly note that t h i s i s i l l e g a l 
because the i n i t i a l s ta te is not in the domain of 
the operator . However, t h i s subproblem is being 
solved at c r i t i c a l i t y l e v e l 6 which means tha t a l l 
predicates of l eve l 5 or less are ignored. Nextto 
has been designated as l e v e l 2 and Inroom is l e v e l 
5. Hence, at l e v e l 6, ABSTRIPS considers the 
Precondit ions of Pushb(Bl, B2) (see Figure 1) to 
be Type(B2, Object) and Pushable(Bl) which is t rue 
in the i n i t i a l s ta te and consequently the opera
t o r i s app l i ed . Normally, several operators w i l l 
be necessary to solve the problem but in t h i s case 
one s u f f i c e s . 

The next subproblem, #2 in Figure 3, is to get 
from the i n i t i a l s ta te to a s ta te in which the 
l e v e l 5 and higher predicates of the precondi t ions 
of Pushb(Bl, B2) are t r u e . In Figure 3 we have 
only l i s t e d the predicates which are f a l se in the 
i n i t i a l s ta te f o r purposes of expos i t i on . (We 
are assuming that the va r i ab le r is assigned the 
value R2.) ABSTRIPS notes that PTD(B1, Dl) is 
re levant to t h i s subproblem and appl ies i t which 
solves the subproblem. The l e v e l 2 predicates in 
the precondi t ions of PTD(B1, Dl) are ignored be
cause t h i s subproblem is being solved at c r i t i c a 
l i t y l e v e l 5 . 

Next, Pushb(Bl, B2) is appl ied to the r e s u l t of 
t h i s subproblem and t h i s new s ta te is transformed 
i n t o a desi red s t a t e . But is is a l ready a desi red 
s t a t e ; i . e . , apply ing (PTD(B1, D l ) , Pushb(Bl, B2) 
to the i n i t i a l s ta te resu l t s in a s t a t e which 
s a t i s f i e s Nex t to (B l , B2). Hence, no subproblem 
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Figure 3. Subproblems of the problem in Figure 2. 

is created in t h i s s i t u a t i o n . This completes the 
a c t i v i t y a t c r i t i c a l i t y l e v e l 5 . 

The next discrepancy shows up at l e v e l 2 because 
the precondi t ions of PTD at t h i s l e v e l are not 
s a t i s f i e d . ABSTRIPS sets up subproblem 3 in F i 
gure 3, and notes that Pushb(Bl, Dl) is r e levan t . 
However, t h i s operator is not d i r e c t l y app l i cab le 
because the l e v e l 2 predicates in i t s p recond i t ion 
are not s a t i s f i e d . Gotob(Bl) r e c t i f i e s t h i s s i t 
ua t ion and hence (Gotob(Bl) ,Pushd(Bl , D l ) ) is 
appl ied to the i n i t i a l s t a t e which resu l t s in a 
s ta te s in the domain of PTD(Dl). Since t h i s sub-
problem is so lved, ABSTRIPS appl ies PTD(Dl) to s 
which y i e l ds a new s ta te t and then attempts to 
t ransform t i n t o the domain of Pushb(Bl, B2). A l l 
of the l e v e l 2 predicates in the precondi t ions of 
Pushb(Bl, B2) are considered because t h i s subpro
blem is being solved a t c r i t i c a l i t y l e v e l 2 . But, 
since t is a l ready in the domain of Pushb(Bl, B2), 
t h i s subproblem is t r i v i a l l y so lved. Hence, 
Pushb(Bl, B2) is appl ied to t and ABSTRIPS a t 
tempts to t ransform the resu l t i n to the set of 
desired s t a t e s . But the r e s u l t is a l ready a de
s i r ed s t a t e and thus t h i s subproblem also has a 
t r i v i a l , s o l u t i o n . Since c r i t i c a l i t y l e v e l 2 i s 
the smal lest l e v e l , the so lu t ions of the subpro
blems comprise a s o l u t i o n of the main problem. 

To summarize, ABSTRIPS sets out to solve a pro
blem at a given c r i t i c a l i t y l e v e l by essen t i a l l y 
removing from the precondi t ions of a l l operators , 
predicates whose l e v e l are less than the given 
l e v e l . A f te r f i n d i n g a s o l u t i o n i t goes to the 
next l e v e l down and adds the predicates at t h i s 
l e v e l back to the precondi t ions of the app rop r i 
ate operators . This gives r i s e to subproblems 
tha t ABSTRIPS attempts to solve at the cur rent 
c r i t i c a l i t y l e v e l , i . e . , w i t h lower l e v e l p r e d i 
cates removed from operator p recond i t ions . This 
process is repeated u n t i l the subproblems at the 
smal lest c r i t i c a l i t y l e v e l , which is 2 in the 
above example, are so lved. Of course, there is 

search involved at a l l l eve l s because at any given 
l e v e l a problem may have severa l d i f f e r e n t s o l u 
t i ons some of which may generate unsolvable sub-
problems . 

4. Planning 

ABSTRIPS is qu i t e s i m i l a r to what Newell & Simon 
(1972) c a l l p lann ing. ABSTRIPS and planning d i f 
f e r in 2 major respects: 

P I . Planning uses an e n t i r e l y new problem 
so lv ing space—both s ta tes and operators . 

P2. Planning uses only 1 l e v e l of abs t rac t i on 
wh i le ABSTRIPS has one fo r each c r i t i c a l i t y 
l e v e l except the lowest which is the pro
blem space i t s e l f . 

Although planning does not presuppose c r i t i c a l i t y 
l e v e l s , they can be used to def ine the planning 
space. We w i l l apply planning to the example of 
the previous sec t ion to cont ras t the two methods. 

In the planning space of the problem in Figure 2 
a l l of the l e v e l 2 predicates are removed. ( I n 
t h i s example Nextto is the only l e v e l 2 p r e d i 
ca te . ) Thus, a s ta te in the planning space w i l l 
be described exc lus i ve l y by l e v e l 5 and l e v e l 6 
p red ica tes . A l l l e v e l 2 predicates are removed 
from operators to get the planning space opera
t o r s . This inc ludes the l eve l 2 predicates in the 
a d d i t i o n and de l e t i on l i s t s as w e l l as in the p re 
condi t ions of the opera tors . Of course, removing 
these predicates causes some operators to become 
i d e n t i t y maps, e . g . Pushb, in which case they are 
not used in the planning space. A l l l e v e l 2 p re 
d icates are removed from the formula tha t des
cr ibes the desired s ta tes to get i t s analogue in 
the planning space. Hence, the planning desired 
s ta tes must be given by Inroom(Bl , R2) & Inroom 
(B2, R2). Removing the l e v e l 2 predicates from 
the desc r i p t i on of the desired s tates in Figure 2, 
gives the n u l l desc r i p t i on which represents the 
set o f a l l s t a t e s . 

The s o l u t i o n to the problem in Figure 2 in the 
planning space is the s ing le operator PTD(B1, D l ) . 
This generates 2 subproblems in the o r i g i n a l p ro 
blem space: t ransforming the i n i t i a l s ta te i n t o 
the domain of PTD ( B l , D l ) , and t ransforming the 
r e s u l t of apply ing PTD ( B l , Dl) to the s o l u t i o n 
of the f i r s t subproblem, i n t o a desired s t a t e . 

In genera l , p lanning is a two phase process: the 
f i r s t phase is to solve the problem in the p lan 
ning space. The second phase is to elaborate the 
s o l u t i o n so that I t works in the o r i g i n a l problem 
space. This is done by i n s e r t i n g operators i n t o 
the s o l u t i o n tha t was found in the planning space. 
The operators to be inser ted are found by so l v ing 
subproblems of t ransforming the appropr ia te s ta tes 
i n t o the domains of the appropr ia te opera to rs . 

£. Formal iza t ion of ABSTRIPSLand„Plaiming 

Our formal model of ABSTRIPS is based on two as
sumptions in a d d i t i o n to the above d e s c r i p t i o n . 
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A l . The set of desired s ta tes is processed 
in the same way as the precondi t ions of 
opera to rs . 

A2. When so lv ing a subproblem at c r i t i c a l i t y 
l e v e l i , ABSTRIPS w i l l r e j e c t any sub-
subproblems o f c r i t i c a l i t y l e v e l greater 
than i . 

By the f i r s t assumption we mean tha t at c r i t i c a -
l i t y l e v e l i , ABSTRIPS w i l l ignore a l l predicates 
less than l e v e l i in the desc r i p t i on of the de
s i r ed s t a t e s . This is what p lanning does. For 
example, the Nex t t o (B l , B2) in the goal s ta tes of 
Figure 3 would be considered at l e v e l 2 but not at 
l e v e l 6. We are not suggesting tha t t h i s is a 
good idea, but w i thout it and A2 we could not 
charac ter ize the so lu t ions that ABSTRIPS can f i n d . 
This w i l l be discussed f u r t he r in sec t ion 7. 

The second assumption has to do w i t h e f f i c i e n c y 
of search. Suppose ABSTRIPS is working at c r i t i -
c a l i t v l e v e l 2 on a Nextto pred ica te and an 
inco r rec t Inroom pred icate is generated by a t 
tempting to apply an operator . " F i x i n g " the Inroom 
pred icate is a l e v e l 5 subproblem, but when i t is 
considered at l e v e l 2 it is much more d i f f i c u l t 
bee ause a l l of the l e v e l 2 and l e v e l 5 predicates 
are considered to be par t of the operator precon
d i t i o n s . Assumption 2 above spec i f i es that a l l 
such subproblems are re jec ted as being too d i f f i 
c u l t . 
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tha t ABSTRIPS or p lanning or any other process tha t 
can f i n d a l l and only w e l l s t r a t i f i e d so lu t i ons 
can f i n d . 

In Ernst (1969) a t r i a n g u l a r t ab le of connections 
was shown to be good d i f f e rence in fo rmat ion f o r 
GPS and it appears tha t t h i s also spec i f i es good 
parameters f o r ABSTRIPS and p lann ing. Rather than 
g i v i ng a formal d e f i n i t i o n of a t r i a n g u l a r tab le 
of connections we w i l l give an example of i t using 
the Foo l ' s Disks problem. Figure 4 gives the 
i n i t i a l s t a t e o f the Foo l 's Disks problem, in which 
there are 4 concentr ic disks each conta in ing e ight 
numbers. These numbers l i n e up so as to form 8 
columns r a d i a t i n g from the center of the d i sks . A 
move consis ts of r o t a t i n g one of the disks inde
pendent of the o the rs . The desi red s t a t e is one 
in which each of the 8 r a d i a l columns sums to 12. 

A t r i a n g u l a r t ab le of connections fo r t h i s p ro 
blem is g iven in F igure 5. A 0 ent ry in the t a 
b le i nd i ca tes tha t a d i f f e rence is i nva r i an t over 
the opera to rs . For example, the 0 in the upper 
r i g h t corner of F igure 5 ind ica tes tha t t u rn ing 
a d isk 1/2 r e v o l u t i o n does not change the sum of 
the h o r i z o n t a l and v e r t i c a l d iameters. Note tha t 
Figure 3 has a l l O's above the main diagonal and 
no O's on i t . The e n t r i e s below the main d i a 
gonal are un impor tant . The d i f f e r e n c e order ing 
is j u s t the row order ; i . e . , the top row heading 
is the most d i f f i c u l t d i f f e rence wh i l e the bottom 
is the eas ies t . 

GPS only uses the e n t r i e s on the main diagonal to 
solve the problem. Hence, f i r s t 1/8, 3 /8 , 5/8 
and 7/8 r e v o l u t i o n of d isks are used to remove 
the most d i f f i c u l t d i f f e r e n c e , i . e . used to get 
the h o r i z o n t a l and v e r t i c a l diameters to sum to 
48. Next, 1/4 and 3/4 r evo lu t i ons are used to 
get each diameters to sum to 24. And f i n a l l y the 
180c moves are used to get a desi red s t a t e . No
t i c e that once a d i f f e rence is removed i t is 
never re in t roduced because of the t r i a n g u l a r i t y 
of the tab le in Figure 5. 

7. Discussion 

In the previous 2 sect ions we made a number of 
h i gh l y techn ica l d e f i n i t i o n s ending w i t h a some
what c r y p t i c theorem, but what can be concluded 
from a l l of th is? There are 3 major p o i n t s , 
l i s t e d below; they are fo l lowed by a more general 
d iscuss ion . 

Point 1. Given the "same" h e u r i s t i c parameters 
p lann ing, ABSTRIPS and GPS (or at l eas t our f o r 
mal models which approximate them) can a l l solve 
p rec ise ly the same class of problems, i . e . those 
that have t o t a l l y ordered s o l u t i o n s . The r e l a 
t i onsh ip of parameters of the d i f f e r e n t methods 
is descr ibed below but note that the Di of 
Sect ion 5 are j u s t d i f fe rences f o r GPS. 
This r e s u l t is somewhat su rp r i s i ng because tne 
search space of GPS is qu i te d i f f e r e n t than tha t 
of planning or ABSTRIPS. For example, f o r a l l 
s ta tes s generated by GPS there is a path from 
the i n i t i a l s ta te to s . This i s not t rue f o r 
p lanning or ABSTRIPS because many of the subpro-
blems may not be so lvab le . For any given problem 
probably one of the three methods is more e f f i 
c ien t than the o thers , but none is best f o r a l l 
problems. 

Point 2. Se lect ing h e u r i s t i c parameters can have 
a much more d r a s t i c e f f e c t on the search e f f i 
c iency than se lec t i ng one of the three methods, 
as shown by the Foo l ' s Disks example above. The 
reason f o r t h i s is tha t a l l o f the methods are 
designed to search e f f i c i e n t l y f o r t o t a l l y -
ordered s o l u t i o n s ; they w i l l not even consider 
subproblems tha t give r i s e to unordered s o l u t i o n s . 
To ta l l y -o rde red is def ined in terms o f the para 
meters which are problem dependent, and hence the 
parameters determine whether the class of t o t a l l y 
ordered so lu t ions is the same as the c lass of a l l 
so lu t i ons or whether the former is much 
smal ler than the l a t t e r . In f a c t , one can view 
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the problem of se l ec t i ng good parameters as the 
problem of making the class of t o t a l l y ordered 
so lu t i ons as smal l as poss ib le w i thout e l im ina t i ng 
a l l so lu t i ons to problems o f i n t e r e s t . 

Point 3. Any parameters which are good ( i n the 
sense of gu id ing search) f o r one method w i l l have 
analogues which w i l l be good fo r the other me
thods. A t r i a n g u l a r tab le of connections (see 
Sect ion 6) is a proper ty of good d i f f e rence i n 
fo rmat ion f o r GPS. Another proper ty of good d i f 
ferences is given in Baner j i and Ernst (1977). 
These p r o p e r t i e s , a f t e r s u i t a b l e t r a n s l a t i o n , are 
also p roper t ies of good parameters of p lanning 
and ABSTRIPS. Cur ren t l y , we are implementing a 
program to discover d i f fe rence in fo rmat ion fo r 
GPS which s a t i s f i e s these p r o p e r t i e s . Hence, t h i s 
program e f f e c t i v e l y w i l l discover good parameters 
fo r p lanning and ABSTRIPS a l so . 

r e a l ABSTRIPS. Why might ABSTRIPS want to v i o l a t e 
Al and/or A2? The answer l i e s in the f ac t tha t 
the c lass of t o t a l l y - o r d e r e d so lu t ions may be a 
l i t t l e too r e s t r i c t i v e because some so lu t i ons may 
not be t o t a l l y - o r d e r e d . V i o l a t i n g Al and/or A2 
al lows ABSTRIPS to f i n d so lu t i ons tha t are "almost 
but not q u i t e " t o t a l l y - o r d e r e d . We do not know 
how to measure the degree of unorderedness or what 
these v i o l a t i o n s due to the e f f i c i e n c y of search. 
To see how an unordered s o l u t i o n is generated note 
that ABSTRIPS' s o l u t i o n to the problem in Figure 
2 is unordered because the d i f f i c u l t y of the 
o r i g i n a l problem is l e v e l 2 whereas the d i f f i c u l t y 
of some of the subproblems is l e v e l 5. This un
ordered s o l u t i o n is a r e s u l t of v i o l a t i n g A l . To 
have p lanning solve the problem in Figure 2 the 
desi red s ta tes had to be more completely spec i f i ed 
as descr ibed in Sect ion 4 because planning adheres 
to A l . 

We f e e l tha t po in t 2 is the most important of the 
three p o i n t s . Not much is known about the p ro 
cess of se l ec t i ng good parameters. Some i n i t i a l 
work on t h i s t op i c is ou t l i ned under po in t 3 but 
more research is needed on t h i s t o p i c . 

To understand the above p o i n t s , we need to know 
the r e l a t i o n s h i p among the parameters of the 3 
methods. The D, of Sect ion 5 are j u s t the d i f 
ferences of GPS. That i s , subproblem ( s , T) 
possesses d i f f e rence d if D, (s , T) where d cor 
responds to D.. The subscr ip ts on the D's g ive 

the d i f f e rence o rde r i ng , e . g . , the d i f f e rence 
corresponding to D„ in the example in Figure 2 

is the easiest (smal les t ) d i f f e rence because 2 is 
the smal lest c r l t i c a l i t y l e v e l . The t ab le o f con
nect ions i n d i c a t e tha t the operators in H. should 

be used to reduce D.. Note tha t in our formal 

models of both ABSTRIPS and GPS an operator f may 
be re levant to D. but not in H , . This w i l l hap
pen when f e H fo r some j > 1 which ind ica tes 

tha t f is re levant to the more d i f f i c u l t d i f 
ference D* and hence is used s o l e l y f o r the 
purpose of reducing D.. Inc lud ing f in H. would 

g ive r i s e to more search but not to more t o t a l l y -
ordered s o l u t i o n s . 

Planning, in many respects , looks l i k e ABSTRIPS 
w i t h 2 c r i t i c a l i t y l e v e l s . In f a c t our formal 
model of the previous sect ion is r e a l l y a hybr id 
of ABSTRIPS and p lann ing ; it has many l eve l s of 
abs t rac t i on l i k e ABSTRIPS, and l i k e planning as
sumes A l . The h e u r i s t i c parameters of p lanning 
are bas i c l y the d i f f e rence in fo rmat ion of GPS. 
Although planning requ i res a e n t i r e p lanning 
space as i npu t , t h i s in fo rmat ion is r e a l l y de
r i ved from the d i f f e rence o rde r inc . In f ac t one 
o f the innovat ions in ABSTRIPS is i t s a b i l i t y to 
au tomat ica l l y generate the var ious planning or 
abstracted spaces from the c r i t i c a l i t y l eve l s of 
the p red ica tes . 

Our formal model of ABSTRIPS uses assumptions Al 
and A2 (Sect ion 5) which is a dev ia t i on from the 

What is the r e l a t i o n s h i p of the p roper t ies of good 
d i f fe rences in (Erns t , 1969) to the parameters of 
ABSTRIPS? As mentioned above the c r i t i c a l i t y 
l eve l s o f predicates b a s i c a l l y spec i fy the d i f 
ferences and d i f f e rence o rde r ing . I f the tab le of 
connections is generated as def ined in Sect ion 5 
( i . e . use operators in H, to reduce D ), then the 

p roper t ies of good d i f fe rences are au tomat ica l l y 
s a t i s f i e d except tha t some of the H, may be 

empty. What t h i s means is tha t i f a l l so lu t ions 
of a problem conta in subproblems of d i f f i c u l t y I , 
then the problem has no t o t a l l y - o r d e r e d s o l u t i o n . 
In other words the c r i t i c a l i t y l e v e l assigned to 
predicates is not good. A be t t e r approach is to 
ask what assignment of c r i t i c a l i t y l eve l s r esu l t s 
in no empty H's. This is very s i m i l a r to the 
approach in Eavarone and Ernst (1970) . 

We f e e l tha t the b iggest r e s t r i c t i o n in ABSTRIPS 
is i t s use of a very r e s t r i c t i v e class of d i f 
ferences, i . e . , those def ined by the predicates in 
the problem s p e c i f i c a t i o n . Most of the good ideas 
in ABSTRIPS apply to a more general class of d i f 
ferences; and we hope tha t the r e s t r i c t i o n is 
removed in the f u t u r e . As an example of a d i f 
ference not def ined by a pred icate in the problem 
s p e c i f i c a t i o n , the l o g i c task in Newell and Simon 
(1972) uses the number of d i f f e r e n t p ropos i t i on 
l e t t e r s in an expression as a d i f f e r e n c e . Figure 
5 a lso contains some more complex d i f f e rences . We 
be l ieve tha t ABSTRIPS can be extended to a wider 
class of d i f fe rences such as these. 
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A b s t r a c t 

The d a t a s t r u c t u r e t h a t d r i v e s t h e Gene ra l 
Probl em S o l v e r is t h e C o n n e c t i o n T a b l e . T h i s p a 
per d e s c r i b e s t h e t h e o r e t i c a l b a s i s f o r t h e a u t o 
m a t i c c o n s t r u c t i o n o f t h i s t a b l e b y computer p r o 
g rams . The programs f o r t h i s pu rpose have been 
d e v e l o p e d a t t h e Case Wes te rn Reserve U n i v e r s i t y . 
They b a s i c a l l y i s o l a t e c e r t a i n a t t r i b u t e s o f t h e 
p r o b l e m s t a t e s w h i c h a r e i n v a r i a n t under c e r t a i n 
moves and t h e n p u t t h o s e a t t r i b u t e s t o g e t h e r t o 
" t r i a n g u l a r i z e " t h e C o n n e c t i o n T a b l e . 

D e s c r i p t i v e Terms 

Theo ry o f H e u r i s t i c s , G e n e r a l P rob lem S o l v e r 

1 . I n t r o d u c t i o n 

A c c o r d i n g t o our v i e w o f m e c h a n i c a l p rob lem 
s o l v i n g , t h e r e a r e a number o f d i f f e r e n t p rob lem 
s o l v i n g methods each o f w h i c h has p rob lem d e p e n 
den t p a r a m e t e r s . For each method t h e r e i s a c o n 
d i t i o n w h i c h s p e c i f i e s t h e p r o p e r t i e s t h e parame
t e r s s h o u l d have i n o r d e r f o r t h e method t o 
" w o r k " . Hence, we v i e w p rob lem s o l v i n g as t h e 
two phase p r o c e s s shown i n F i g u r e 1 . I n t he f i r s t 
phase , t h e m e t h o d ' s c o n d i t i o n i s used t o g e n e r a t e 
" g o o d " p a r a m e t e r s f o r t h e m e t h o d . The i n p u t t o 
t h i s phase i s t h e p rob lem s p e c i f i c a t i o n , s i n c e t h e 
p a r a m e t e r s a r e u s u a l l y p rob lem d e p e n d e n t . The 
o u t p u t i s e i t h e r good p a r a m e t e r s o r a n i n d i c a t i o n 
t h a t t h i s method s h o u l d n o t b e used o n t h e g i v e n 
p r o b l e m . The second phase a t t e m p t s t o s o l v e t h e 
p r o b l e m (as s p e c i f i e d a t t h e i n p u t t o t h e f i r s t 
phase) u s i n g t h e method w i t h t h e p a r a m e t e r s g e n e r 
a t e d i n t h e f i r s t p h a s e . O f c o u r s e , t h e r e i s a 
D i c t u r e l i k e F i g u r e 1 f o r each m e t h o d , and i f t h e 

f i r s t method i s n o t a p p l i c a b l e , w e m e r e l y move o n 
t o t h e n e x t method and a t t e m p t t o use i t . 

S o f a r , a l l t h e methods s t u d i e d t h i s way [ C o -
r a y ( 1 9 7 0 ) , E r n s t ( 1 9 6 9 ) , B a n e r j 1 ( 1 9 7 1 ) ] seem t o 
depend o n t h e r e c o g n i t i o n o f c e r t a i n a t t r i b u t e s o f 
t h e p r o b l e m s t a t e s w h i c h r e m a i n i n v a r i a n t under 
some of t h e moves. We have p r e v i o u s l y p u b l i s h e d 
two r e p o r t s on t h e d e s i g n and i m p l e m e n t a t i o n o f a 
p rogram w h i c h wou ld i s o l a t e some o f t h e s e a t t r i 
b u t e s o n t h e b a s i s o f t h e p r o b l e m d e s c r i p t i o n 
[ E r n s t e £ a _ l ( 1 9 7 4 ) , >Oyen(1975) ] . 

Our p r e s e n t e f f o r t d e a l s w i t h t h e c o m b i n a t i o n 
o f t h e i n v a r i a n t p r o p e r t i e s t o y i e l d t h e Connec
t i o n T a b l e of GPS [ N e w e l l & S i m o n ( 1 9 6 3 ) , E r n s t & 
N e w e l l ( 1 9 6 9 ) ] . Our e f f o r t s i n u s i n g our p r e v i o u s 
t h e o r y [ E r n s t ( 1 9 6 9 ) ] f o r t h e pu rpose o f m e c h a n i z 
i n g t he h e u r i s t i c were n o t s u c c e s s f u l , because a 
d i f f e r e n c e (good o r bad) was a b i n a r y r e l a t i o n 
be tween s t a t e s and s e t s o f s t a t e s , i . e . , a s u b s e t 
of S x 2s where S is t h e s e t of p r o b l e m s t a t e s , 
w h i c h i s a c o m p l i c a t e d c o n c e p t . 

I n a n a t t e m p t t o s i m p l i f y m a t t e r s w e s a i d , 
"What i f a d i f f e r e n c e were j u s t a s e t o f s t a t e s ? " 
I n t h i s c a s e , a s t a t e s possesses d i f f e r e n c e D , i f 
s i D. W i t h t h i s s i m p l e v i e w we can v i s u a l i z e 
GPS's s t r a t e g y a s f o l l o w s ( F i g u r e 2 ) . 

1. Find a path from SO to some s ta te s D. 
2. Find a path from s to some s ta te s2

 e D1 

but the path must be e n t i r e l y ins ide D. 
3. Find a path from s2

 to s o m e s ta te s e W 
but the path must be e n t i r e l y ins ide D ' . 

In step 1 GPS is removing the most d i f f i c u l t d i f 
ference D. In step 2 the second most d i f f i c u l t 
d i f f e rence is being removed wi thout r e i n t roduc ing 
D. The easiest d i f f e rence W is being removed in 
step 3 wi thout re in t roduc ing e i t he r D or D ' . 

A po in t ought to be made here about the o r i g 
i na l GPS which was a somewhat more general device 
than the one we are descr ib ing here in t h a t , 
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whi le removing an easier d i f f e r e n c e , a more d i f 
f i c u l t d i f f e rence could get re in t roduced. The 
only search pruning involved in t h i s general case 
was tha t involved in the relevance of moves to 
d i f f e rences (v ide u l t r a ) . The ext ra cons t ra in t 
we have int roduced here (and one which a lso char
ac te r i zes our previous work [Erns t (1969) ] ) con
s t r a i n s the search f o r greater e f f i c i e n c y , whi le 
at the same time it neglects a c e r t a i n c lass of 
s o l u t i o n s . Our present ana lys is fo l lows the same 
l i n e . 

I t i s probably somewhat c o u n t e r i n t u i t i v e that 
the most d i f f i c u l t d i f f e rence contains a l l o f the 
other d i f f e rences as subsets. One would normally 
t h i n k tha t the la rger the set of s t a tes , the eas
i e r i t would be to " g e t " ins ide o f i t . A lso , one 
does not normal ly t h i n k of W as a d i f f e r e n c e . 
But t h i s somewhat u n i n t u i t i v e p i c t u r e works qu i te 
w e l l . 

Consider, f o r example the Foo l ' s Disk problem. 
F igure 3 gives the i n i t i a l s ta te of the Foo l ' s 
Disk problem, in which there are 4 concentr ic 
d isks each conta in ing 8 numbers. These numbers 
l i n e up so as to form 8 columns r a d i a t i n g from 
the center of the d i s k s . A move cons is ts of r o 
t a t i n g one of the d isks independently of the o t h 
e r s . The desi red s ta te is one in which each of 
the 8 r a d i a l columns sums to 12. 

F igure 3 
The i n i t i a l s t a te in the Foo l ' s Disk problem 

This problem f i t s the above p i c tu re exac t l y . 
D' is the set of s tates in which each diameter 
sums to 24, wh i le D is the set of s tates in which 
the sum of the N, E, S, and W r a d i i is 48. To 
keep the path from s\ to s2 in D, GPS only cons id 
ers moves which r o ta te d isks 90° . To get from s1 
to s 3 , GPS ro ta tes disks by 180° on ly . 

One might be d is turbed that each d i f f e rence 
contains a l l o f the easier d i f f e rences . This is 
not a d i f f i c u l t y , because any set of d i f fe rences 
not possessing t h i s property can be converted to 
d i f fe rences which have t h i s p roper ty . ( I n f a c t , 
our theory [Baner j i &. Ernst (1977)] does not r e 
quire t h i s "nes t i ng " o f d i f f e r e n c e s . ) Consider, 
fo r example, the 3 d isk Tower of Hanoi in which we 
are t r y i n g to move a l l d isks to peg P3 . Let D. be 
the set of s tates in which d isk i is on P3 where 
d isk 3 is the la rges t d i s k . Then, one might t h i nk 

*of using D,, D2 , and D3 as d i f fe rences fo r t h i s 
problem. These are e s s e n t i a l l y the d i f fe rences 
that were given to GPS fo r t h i s problem. C e r t a i n 
ly these sets are not p e r f e c t l y nested. However, 
t h i s set of d i f fe rences can be converted to the 
above p i c t u re by i n t e r s e c t i n g them together , i . e . , 
D » D , , D' =D3 n D , , and W D3 n D2 , D3 n D2 n Dx . 

A more d i s t u rb i ng fea ture of t h i s set of d i f 
ferences is that they are only use fu l when the set 
of desired states is W. In the o r i g i n a l GPS (as 
we l l as In our previous work) the same set of d i f 
ferences served to character ize a l l subgoals -
inc lud ing "make such and such a move a p p l i c a b l e . " 
This is not the case anymore. I f , f o r example, 
the set of desired s tates is the domain of the 
operator which moves disk 3 from P1 to P3 , the D1 
seems to be a useless set of d i f f e r e n c e s . The 
d i f f i c u l t y is that we have " b u i l t " W i n t o the d i f 
ferences. We d id t h i s on purpose to s i m p l i f y the 
d i f fe rences to a l low mechanizat ion. Our o r i g i n a l 
theory had d i f fe rences as b inary r e l a t i o n s b e t 
ween states and sets of s t a t e s . If we spec i fy 
the l a t t e r to be W, then we are l e f t w i t h a mo
nadic r e l a t i o n on s tates which is j u s t a set of 
s ta tes . But how are we going to accommodate goals 
other than W? 

The key to answering t h i s quest ion is tha t not 
only W but a lso the domains of operators can be 
the goals of subproblems. Since the number of op
era tors is usua l l y qu i t e sma l l , we w i l l use a d i f -
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f e ren t set of d i f f e rences fo r the domain of each ween s and T. The higher i i s , the la rger the 
operator being the goal of a subproblem. d i f f e rence i s . 

These mod i f i ca t i ons were introduced in our 
theory of GPS to make it easier f o r person or 
machine to d iscover "good" d i f f e r e n c e s . An added 
advantage of the modi f ied GPS is that it can eas
i l y handle problems in which the sets o f d i f f e r 
ences f o r subproblems w i t h d i f f e r e n t desired 
s ta tes are t r u l y d i f f e r e n t . 

The above discussions w i l l , we hope, serve as 
a mo t i va t i on f o r the changes we have introduced 
in the theory . We do not p lan to g ive a formal 
counterpar t to these mot ivat ions or exh ib i t a f o r 
mal connect ion between the o ld and the new 
t h e o r i e s . Ins tead , we sha l l e x h i b i t and mot ivate 
the new theory ab i n i t i o so tha t readers unac
quainted w i th our previous work w i l l f i n d the 
d iscuss ion s e l f - c o n t a i n e d . We s h a l l , of course, 
assume that the reader has had former acquain
tance w i t h GPS [Ernst & Newel l (1969)1. 

In the next sec t ion we give a formal d e f i n i 
t i o n of good d i f f e rences . This is fo l lowed by an 
example of good d i f fe rences and how they are used 
by GPS. Sect ion 4 character izes the c lass of so
l u t i o n s that GPS can f i nd given the kind of d i f 
ferences described in Section 2. 

2• D e f i n i t i o n of Good Di f ferences 

Since GPS bu i lds i t s s o l u t i o n to a problem by 
s e t t i n g up subproblems, we cannot b u i l d t h i s theo
ry by de f i n i ng what a problem is but ra ther by de
f i n i n g a la rger s t r uc tu re in which a c lass of sub-
problems can be embedded. A l so , t h i s s t ruc tu re 
should con ta in the concepts which r e f l e c t the idea 
of d i f f e rences and the connection t a b l e . We sha l l 
c a l l t h i s s t r uc tu re the problem domain, "domain" 
f o r sho r t . As in the previous models, we s t a r t 
w i th a set S of s ta tes and a subset W of S, con
s i s t i n g of winning s t a t e s . We also have a set C 
of p a r t i a l func t ions (mapping subsets of S i n t o S) 
which we s h a l l c a l l moves or opera to rs . If f e G 
is a move, we sha l l denote by Sf i t s domain of de
f i n i t i o n , i . e . , s ta tes where f is an app l i cab le 
move. Since subgoals in GPS have the form "make 
move f a p p l i c a b l e , " these Sf, f o r var ious members 
f of G, serve as winning sets fo r subproblems j u s t 
as W serves f o r a problem. The c lass of a l l these 
sets (W and Sf f o r var ious f) we s h a l l c a l l X. 
For each set in t h i s c lass we a lso def ine the d i f 
ferences which a l low GPS to work on them. That 
i s , f o r each T e X (T being e i t he r W or S f f o r 
some f e G) we de f ine a c lass of sets T j , T ? , T3 
. . , T n w i t h the proper ty that Tj n T n . . . T n "= T. 
The ac tua l number n of spec i f ied d i f fe rences of 
course depends on the set T chosen. So, instead 
of w r i t i n g n we s h a l l w r i t e n(T) when there is 
any doubt as to which subproblem we are t a l k i n g 
about. A lso , f o r reasons of convenience of d i s 
cussion we s h a l l o f t en g ive the name TQ to T and 
c a l l S i t s e l f , T n ( T ) + 1 . 

I t may be appropr ia te at t h i s po in t to po in t 
out tha t the T^ catches the idea of d i f f e rence in 
that when a s ta te s i T i $ a d i f f e rence ex i s t s b e t -

ProMerr»-Sol v 

The next important concept in GPS, of course, 
is that of relevance of a move to a d i f f e r e n c e . 
The major assumption on which GPS theory is based 
is that a s o l u t i o n can be obtained by removing 
the higher ("more d i f f i c u l t " ) d i f f e rences before 
the lower d i f f e rences and never re i n t roduc ing 
higher d i f fe rences once they are removed. A d i f 
ference Is considered higher than o the rs , i f few
er moves are ava i l ab l e to remove i t . Of course, 
S or T

n ( ' T ) + i a r e the most d i f f i c u l t d i f f e rences to 
remove, since no move changes a s ta te to a non-
s t a t e . Let H1 c G be the set of moves which, 
when a p p l i c a b l e , a f f e c t s the p o s i t i o n of the 
s ta te w i t h respect to T1. Instead of making the 
very strong assumption that moves in H1 b r i ng a l l 
s ta tes outs ide T1 i n t o T , , we s h a l l make the more 
r e a l i s t i c assumption that these moves remove the 
s ta tes from Ti when a p p l i e d . This assumption 
seems "backward" to many, in sp i t e of the f a c t 
tha t in most r e a l problems, relevance of moves 
does appear tha t way and was used tha t way even 
in the o r i g i n a l GPS. In our d i f f e r e n c e - f i n d i n g 
program, a s ta te is character ized by g i v i ng the 
values of c e r t a i n a t t r i b u t e s fo r the s t a t e . A 
winning s ta te is character ized by spec i f y ing 
that some of the a t t r i b u t e s should have s p e c i f i c 
unique va lues . To f i n d mechanical ly that a cer 
t a i n move is re levant to a c e r t a i n d i f f e rence T . , 
we t es t whether the move changes the values of 
those a t t r i b u t e s which charac te r ize T . . 

I t i s t h i s "proper ty -chang ing" cha rac te r i za 
t i o n fo r moves which gives relevance the backward 
appearance. Of the var ious values to which the 
a t t r i b u t e can change, only one character izes the 
win s t a t e s . Hence, i t is not to be expected tha t 
merely changing the value of a proper ty y i e l d s a 
win va lue . On the other hand, i f i t a l ready has 
a win va lue , changing i t c e r t a i n l y changes i t to 
a non-win va lue . 

Another important c h a r a c t e r i s t i c we demand of 
the moves in W± ( ca l l ed t r i a n g u l a r i t y of the d i f 
ference tab le in the previous theory) is that H i 
does not a f f e c t the d i f fe rences higher than Ti , 
i . e . , is i r r e l e v a n t to Tj fo r j > I . Thus, once 
a s ta te is in T i , as long as we use moves in Hj 
w i th j < i , T± w i l l not be re in t roduced . 

This e f f o r t shows up n i ce l y in the d i f f e rence 
t rans format ion tab les of GPS. If we arrange the 
T i ' s from top to bottom in decreasing order of i 
and the H. from l e f t to r i g h t in decreasing order , 
and mark the ( i , j ) c e l l w i t h a 1 i f moves in Hj 
are re levant to T±t then the upper r i g h t ha l f of 
the tab le w i l l be b lank. Tables of t h i s nature 
w e c a l l t r i a n g u l a r t ab l es , and d i f f e rences which 
g ive r i s e to t r i a n g u l a r tab les we c a l l good d i f 
ferences . 

We def ine the maximum d i f f e rence between T 
and s , M(s, T ) , to be i i f s 4 T± and s t Tj f o r 
a l l j greater than i . 
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I m p l i c i t in the above d e f i n i t i o n s is an o r 
der ing of the T± (and the Hi) which corresponds 
to the d i f f e rence order ing of GPS. The most d i f 
f i c u l t d i f f e rence i s T n , wh i le the easiest d i f 
ference is T±. GPS's basic problem so lv ing 
s t ra tegy is to work on hard d i f fe rences f i r s t 
and easy d i f fe rences l a s t . GPS accomplishes 
t h i s (as discussed in Section 4) by using the 
f o l l ow ing to guide i t s search: 

A s ta te is a 3 place vector whose com
ponents are the monkey's p o s i t i o n , the 
box's p o s i t i o n , and the contents of the 
monkey's hand. 

A win is a s ta te in which the bananas 
are in the monkey's hand. 

(Walk, Cl imb, Push, Grab) 

51 To reduce the maximum d i f f e rence T-j, 
use only operators in H^. 

52 Suppose a subproblem were generated to 
reduce d i f f e rence T i 4 Then do not use 
the operators in Hj , i < j < n to 
solve the subproblem. 

Rule SI was in our previous theory . Note that 
there may be many other operators besides H. which 
are re levant to T^ because we have placed no con
d i t i o n s on Hj f o r j > i. SI causes GPS to ignore 
such Hj even though some of i t s operators may be 
re levant to Tj_. 

The purpose of S2 is to requ i re subproblems 
to be easier than the problem fo r which they are 
c rea ted . In our previous theory t h i s was accom
p l ished by r equ i r i ng the d i f f e rences of a problem 
to be harder than the d i f fe rences of i t s subprob
lems. This is no longer poss ib le , because we can
not compare subproblem d i f fe rences to problem d i f 
ferences because they w i l l have d i f f e r e n t goals 
and hence d i f f e r e n t d i f f e r e n c e s . However, S2 can 
be used, because a l l d i f fe rences are reduced by 
the same opera to rs . Note that S2 is app l ied r e 
c u r s i v e l y . That i s , suppose Fl and F2 are the 
sets of operators according to S2 that cannot be 
used on subproblems SP1 and SP2, r e s p e c t i v e l y . 
If SP2 is a subproblem of SP1, then GPS w i l l not 
use any operator in Fl u F2 to solve SP2, because, 
the r e s t r i c t i o n s on SPl are passed down to a l l of 
i t s subproblems. 

3. An Example of Good Di f ferences 

The d e f i n i t i o n s above appear qu i te formidable 
and somewhat u n l i k e GPS. A simple example w i l l 
c l a r i f y t h i ngs . For our example we have chosen 
that o ld chestnut about the monkey and the ba
nanas, a fo rmu la t ion of which is given in Figure 
4. We have chosen t h i s example because it has 
( n o n - t r i v i a l ) good d i f f e r e n c e s , subproblems are 
created i n so lv ing i t , and i t i s s imple . 

One way to fo rmal ize the d i f fe rences above is 
by pos i t i ng tha t there is a separate tab le of 
connections fo r each goal which is e i the r W or the 
domain of an operator . F igure 5 i l l u s t r a t e s Mon
key and Bananas t h i s way. The l ' s i nd i ca te which 
operators are re levant to which d i f f e rences . The 
O's i nd i ca te i r r e l evance . A move is ne i ther r e l 
evant nor i r r e l e v a n t - we use a quest ion mark. 
Note that the bottom row heading of each tab le is 
j u s t the goal and tha t each row is a subset of 
the row above i t . Although our theory does not 
requ i re these p rope r t i es , they make th ings easier 
to v i s u a l i z e as discussed at the beginning of 

Walk The monkey walks to someplace in the 
room. 

Climb The monkey cl imbs onto the box, i . e . , 
the monkey's pos i t i on becomes ONBOX. 
Climb is app l icab le only when the mon
key 's pos i t i on equals the box's p o s i t i o n . 

Push The monkey pushes the box to some 
in the room. Push is app l icab le only 
when the monkey's pos i t i on equals the 
box's p o s i t i o n . 

Grab The monkey grabs the bananas. Grab is 
app l icab le only when the monkey is on 
the box, and the box is under the ba
nanas. 

Figure 4 

A Formulation of the Monkey and Bananas Problem 

Section 2. 

The row headings are the Tj_ in the d e f i n i 
t ions of Section 2, and the column headings are 
the H i . The d e f i n i t i o n s of the TA and the Hi r e 
qui re that the tables of connection are t r i a n g u l a r 
in the sense that the main diagonal and a l l en
t i r e s above i t are 0. In a d d i t i o n , the subdiagon-
al (the diagonal immediately below the main d iag 
onal) contains a l l l ' s . 

Walk is a t o t a l f unc t ion on S, hence i t s do
main is S. We do not need a tab le of connections 
fo r such an operator , because a subproblem of g e t 
t i n g i n to i t s domain w i l l never be c rea ted. We 
included the tab le of connection fo r Walk in F i g 
ure 4, because the degenerate case of a d e f i n i 
t i o n o f ten helps one understand the d e f i n i t i o n . 

I f a column of an operator is a l l 0 ' s , then 
that operator w i l l never remove a s ta te from the 
goal set and w i l l never transform a s ta te outs ide 
the goal set i n to the goal se t . An a l l 0 row i n 
d icates that no operator w i l l add or remove a 
s ta te to the T^ which labe ls the row. 

The above is an example of " d i f f e r e n c e i n 
fo rmat ion" which s a t i s f i e s our d e f i n i t i o n of good 
in Section 2. The most important f ea tu re of the 
tables in Figure 5 is that the t r i a n g u l a r i t y con
s t r a i n t orders the rows (and the columns). This 
row order ing is the d i f f e rence o rder ing - d i f f i 
c u l t d i f fe rences are at the top of a t a b l e , and 
easy d i f fe rences are at the bottom. Of course, 
there may be several d i f f e r e n t row order ings 
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Figure 5 
The Table of Connections fo r 

each goal in Monkey and Bananas 

which gives r i s e to a t r i a n g u l a r t a b l e , in which 
case any one of them w i l l s a t i s f y our formal de
f i n i t i o n o f good. 

Now we can descr ibe how GPS solves Monkey and 
Bananas using the d i f f e rence in fo rmat ion in F i g 
ure 5. Suppose that in the i n i t i a l s ta te S0 the 
monkey's hand is empty and the box is not under 
the bananas. Then the la rges t d i f f e r e n c e , M(S0 ,W) , 
is that the monkey's hand is empty, hence GPS 
attempts to apply Grab. But so i Sgrab, hence GPS 
sets up the subprobiem of t ransforming S0 i n t o 
Sgrab, b u t Grab cannot be used in so lv ing the sub-
problem because of r u l e S2. 

To solve the subprobiem, GPS attempts to r e 
duce the d i f f e rence that the box is not under the 
bananas since t h i s is M(so, SGrat>) • Hence, GPS 
attempts to apply Push which is not app l i cab le , 
and the subprobiem of t ransforming SQ i n t o Spush 
is generated, but S2 r e s t r i c t s the s o l u t i o n of 
t h i s subprobiem to the operators Walk & Cl imb. 
The remaining par t of so lv ing t h i s problem is 
qu i te s t ra igh t fo rward and s im i l a r to the way the 
usual GPS works. 

4 . Tota l ly -Ordered Solut ions 

The above d iscuss ion ra ises the ques t ion , 
"Can GPS solve a l l problems which have a s o l u 
t i o n ? " The answer is no (which can be shown 
qu i te e a s i l y ) , because'the d i f f e rences , together 
w i th ru les SI and S2, prevent GPS from look ing at 
sequences of operators tha t may be necessary to 
f i n d a s o l u t i o n . Hence, the quest ion becomes, 
"Can we somehow charac ter ize the c lass of problems 

Problem-Sol v ing ; -2 : Banerj I 
454 





a s o l u t i o n whenever a t r i a n g u l a r d i f f e rence tab le 
e x i s t s ; one has to be blessed w i th a t o t a l l y o r 
dered s o l u t i o n - t o t a l l y ordered by the order ing 
mechanical ly or otherwise chosen in the connection 
t a b l e . We have had var ious problems in which more 
than one t r i a n g u l a r connection tab le e x i s t , and 
yet one can prove that some of the connection t a -
bles would not y i e l d a s o l u t i o n . This problem has 
appeared in o the r , seemingly c lose ly r e l a t e d , 
garbs in p lanning programs f o r Robots, leading to 
the work on Non Linear Plans [Sacerdot i (1975) ] . The 
analogous problem in our f o rma l i za t i on would be 
the de tec t i on of the nonexistence of t o t a l l y o r 
dered s o l u t i o n s . One approach, that of the detec
t i o n of " f ac to rab le subproblems" [Go lds te in 1977)] 
w i l l be repor ted on at a f u t u r e date . 
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A GENERAL BACKTRACK ALGORITHM THAT 
ELIMINATES MOST REDUNDANT TESTS 

John Gaschnig 
Dept. of Computer Science 
Carnegie-Mel lon University 

P i t tsburgh, Pa. 15213 

We def ine a faster algorithm functionally equivalent 
to the classical backtrack algorithm for assignment 
p rob lems , of wh ich the Eight Queens puzzle is an 
e l emen ta r y example (Fi l lmore & Williamson 1974, Knuth 
1975 ] . Exper imental measurements (f igure 1) reveal 
r educ t i on by a factor of 2.5 for the 8-queens puzzle 
( fac to r of 8.7 for 16 queens) in T, the number of pair- tests 
p e r f o r m e d be fo re f inding a solution (i.e., f irst solution). A 
p a i r - t e s t in this case determines whether a queen on 
square ( i j , j j ) attacks a queen on square (12, j2^ in C P U " 
seconds, net speedup is by a factor of 2.0 and 6.0 for 8-
and 16-queens , respect ive ly . 16-queens was solved in 0.14 
seconds on a PDP KL/10. The speedup can be at t r ibuted 
to the e l iminat ion of almost all redundant tests otherwise 
r e c o m p u t e d in many parts of the search tree, as indicated 
in f i gu re 2, wh ich shows the mean number of times, D, an 
a r b i t r a r y pa i r - t es t is executed. If D = 1 then all tests are 
d is t inc t (no recomputatiOn). Note that each data point in 
the f i gu res represen ts the mean over 30 or 70 problem 
instances that d i f fer as fol lows: instead of instantiating 
queen 3, say, on square (3,1), then on (3,2),..., then (3,8), 
these 8 squares are o rdered randomly. A problem instance 
is de f i ned by choosing a "legal squares order ing" for each 
queen . Random order ing general ly gives a smaller value of 
T, on the average, than the "natura l " 1,2,3,...,N ordering (for 
2 0 - q u e e n s , a factor of 5 00 smaller!). 

The a lgor i thm exploi ts an advantageous time-space 
t radeo f f and is def ined below in general form by recursive 
SAIL p rocedu re BKMARK [Swinehart & Sproull 1971]. The 
classical backt rack algori thm is defined the same, minus the 
unde r l i ned por t ions (except that "NEW[VAR]" in line 7 is 
rep laced by "1") . The algorithm applies to any problem 
hav ing NVARS var iables (8, for 8-queens), each variable Xj 
hav ing NVALSH] a p r io r i possible values (8 squares for 
each queen (- one row of board), except 4 for queen 1 for 
s y m m e t r y reasons). An assignment vector 
ASSIGN[1:NVARS] of values to variables is a solution iff 
PAIRTEST0, ASSIGN[i] , j , ASSIGN[j]) is true for all 
0 < i < j < NVARS (iff no queen can take any other queen). 
Be low, ASSIGN contains indices to the actual values. Top 
leve l invocat ion for 8-queens takes the form 

tmp <- BKMARKO, 8, A, B, C, D) wi th array dimensions 
D[1:NVARS] and C[1:NVARS, l :k ] , where k is the maximum 
of the B [ i ] values (-8 for 8-queens). Initial values of A are 
i r r e l evan t ; C and D values are initially 1. BKMARK returns 
1, w i t h solut ion in ASSIGN, or returns 0 if no solution 
ex is ts . Define PAIRTEST for 8-queens and trace the 
execu t ion (new vs. old versions) to see how it works. 
(Suggest ion : def ine an array VALUES wi th same dimensions 
as MARK, so that an element of VALUES encodes a board 
locat ion.) For b rev i t y , the symbol st.ands for "comment". 
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GENERALITY AND COMPUTATIONAL COST 

A z r i e l Rosenfe ld 
Computer Science Center 
U n i v e r s i t y o f Mary land 

Co l lege Park , Mary land 20742 
U.S.A. 

The purpose o f t h i s note is pedagogi
c a l . I t d iscusses how one can reduce the 
compu ta t i ona l cos t o f a p p l y i n g a se t o f 
o p e r a t o r s (or p r e d i c a t e s ) by b reak ing 
them up i n t o combinat ions of commonly 
o c c u r r i n g , s imp le r ones. Th i s can be 
thought of as a process of g e n e r a l i z a t i o n , 
in the sense t h a t the common, s imple oper 
a t o r s are more " g e n e r a l " than the 
o r i g i n a l , more complex ones. We are thus 
sugges t ing t h a t even when one has a p r i o r i 
knowledge o f a s p e c i a l i z e d na tu re ( i . e . , 
t h a t the complex o p e r a t o r s are a p p l i c 
ab le ) , i t may s t i l l be d e s i r a b l e to use 
g e n e r a l i z e d ope ra to r s i n o rde r t o reduce 
compu ta t i ona l c o s t . 

To i l l u s t r a t e t h i s i d e a , suppose 
t h a t we want to app ly a se t of p r e d i c a t e s 
P - , , . . . ,P to an i n p u t I , and suppose t h a t 
the cos t o f a p p l y i n g p r e d i c a t e P i i s (pro
p o r t i o n a l to ) the c a r d i n a l i t y o f i t s 
se t o f suppor t Thus the t o t a l 
cos t o f a p p l y i n g the P's i s 

For example, a p p l y i n g P. might 

i n v o l v e a temp la te -match ing p rocess , 
where P i is t r u e i f f . a p e r f e c t match to 
the temp la te i s found in I . Here I 
cou ld be an image, or a s t r i n g (where the 
" t e m p l a t e " i s the r i g h t - h a n d s ide o f a 
r u l e in a grammar), or a graph (where the 
" t e m p l a t e " is a subgraph) . In what 
f o l l o w s , we w i l l use the image/ templa te 
metaphor. 

Suppose now t h a t t h e r e e x i s t s a se t 
o f subtemplates Q j , ,Qm such t h a t , f o r 

a conca tena t i on of n. of 
X 1 

the The cos t of a p p l y i n g the 's 

suppo r t . I f we s t o r e the match p o s i t i o n s 
i n a new a r ray I 1 , then to t e s t f o r P . , 
we need on l y app ly a templa te of c a r d i n 
a l i t y n i t o I ' . Thus t e s t i n g f o r a l l the 

and the t o t a l cos t o f 
the two-s tep match ing process i s 

Under what c i rcumstances is the two-
s tep cos t l ess than the b r u t e - f o r c e cos t 

of a p p l y i n g the d i r e c t l y ? We 

c l a i m t h a t t h i s depends on the degree to 
wh ich the Q's " g e n e r a l i z e " the P's — 
i . e . , on how few Q's are needed to con 
s t r u c t a l l the P ' s . For conc re teness , 
suppose t h a t a l l the Q . ' s have the same 
suppor t s i z e | and t h a t each P. 
c o n s i s t s of the same number of 

Thus each P. has suppor t s i z e 

and the cos ts o f the b r u t e -
f o r c e and two -s tep approaches are n rs and 
mr+ns, r e s p e c t i v e l y . I f t h e r e are few 
Q ' s , they must be used r e p e a t e d l y , and we 
have m << ns (m=ns would mean t h a t each 
Q is used on l y once ) ; thus mr+ns w i l l be 
much sma l l e r than n r s . The fewer Q's we 
need, the g r e a t e r a sav ing mr+ns is over 
n r s . Thus the more we can g e n e r a l i z e the 
P ' s , the lower the compu ta t i ona l c o s t . 

Th is temp la te example i s c e r t a i n l y 
no t a u n i v e r s a l one. I t would be d e s i r 
ab le t o ex tend t h i s type o f a n a l y s i s t o 
o t he r s i t u a t i o n s . (On the advantages of 
h i e r a r c h i c a l matching i n the g raph / sub 
graph case see Barrow et a l . (1972) . ) 
However, our example does i l l u s t r a t e the 
idea t h a t i t may be advantageous to use 
g e n e r a l i z e d r a t h e r than s p e c i a l i z e d 
knowledge (see Zucker e t a l . ( 1975 ) ) , be 
cause t h i s can lead to sav ings in compu
t a t i o n a l c o s t . 
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