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Abs t rac t 

ViewGen, an a l g o r i t h m and p r o g r a m for be
l ief asc r ip t i on , represents the beliefs of agents 
as exp l i c i t , p a r t i t i o n e d propos i t ion-sets k n o w n 
as env i ronmen ts . A way of ex tend ing View-
Gen to the i n t e rp re ta t i on of m e t a p h o r , and in 
pa r t i cu la r to the comprehens ion o f me tapho r 
w i t h i n the be l ie f spaces o f pa r t i cu la r agents, 
has been descr ibed elsewhere. T h e paper re
por ts the fu r the r re f inement and recent imp le 
m e n t a t i o n of th is approach , as wel l as s u m 
m a r i z i n g the a r g u m e n t for the c l a im t h a t or
d i na ry non -me tapho r i ca l bel ief ascr ip t ion and 
the t ransfer o f i n f o r m a t i o n in metaphors can 
b o t h be seen as d i f ferent man i fes ta t ions of a s in
gle e n v i r o n m e n t - a m a l g a m a t i o n process, one in 
wh i ch exp l i c i t l y me tapho r i ca l ama lgamat ions 
are t r iggered by "preference b reak ing " in the 
sentence be ing processed. T h i s requires a con
s idera t ion o f the scop ing o f m e t a p h o r w i t h re
spect to bel ie f con tex ts , analogous to the scop
i ng o f quan t i f i ca t i on and def in i te descr ip t ions 
w i t h respect to such contex ts . As a top ic of 
ongo ing and f u t u r e w o r k , the issue o f m i x e d 
me taphor , o f t w o d i s t i nc t types , i s br ie f ly ad 
dressed. 

1 ViewGen: The Basic Be l ie f Eng ine 

A c o m p u t a t i o n a l mode l of bel ief ascr ip t ion is described 
in de ta i l elsewhere [ W i l k s and B i e n , 1979, 1983] [ B a l l i m , 
1987] [ W i l k s and B a l l i m , 1987] [ B a l l i m and W i l k s , in 
press] and is embod ied in a p ro log p r o g r a m cal led View-
Gen. T h e basic a l g o r i t h m of th is m o d e l uses the no t i on 
o f de fau l t reasoning to ascribe bel iefs to o ther agents un 
less there is evidence to p revent the asc r ip t i on . Pe r rau l t 
[1987, 1990] and Cohen and Levesque [1985] have also 
recent ly exp lored a bel ie f and speech act logic based on 
a single exp l i c i t de fau l t a x i o m . As our prev ious work has 
shown for some years, the de fau l t asc r ip t ion is basical ly 
correct, b u t the phenomena are more complex t h a n are 
no rma l l y cap tu red by an a x i o m a t i c approach . 

ViewGen also avoids cer ta in c o u n t e r - i n t u i t i v e assump
t ions, such as the non-persistence of ignorance abou t any 
given p ropos i t i on p [Pe r rau l t , 1990]. A lso such systems 

avo id any i nd i v idua l -dependen t c r i t e r i a for asc r ip t i on , 
such as the i n d i v i d u a l expert ise no t ions in Viewgen (see 
be low) . 

ViewGen's bel ie f space is d i v i ded i n t o a number of 
exp l i c i t , topic-speci f ic p a r t i t i o n s , cal led topic envi ron-
ments. ViewGen also generates a t y p e of env i r onmen t 
k n o w n as a viewpoint. A v i e w p o i n t consists of some 
person's beliefs abou t some top ics , parcel led up i n t o 
top ic env i ronments . W i t h i n ViewGen, a l l bel iefs are u l 
t i m a t e l y beliefs held by the system (e.g. , the system's 
beliefs abou t France, w h a t the system believes John be
lieves abou t cars, etc.) and so, t r i v i a l l y , l ie w i t h i n the 
system's v i e w p o i n t . 

T h e system's v iew of some top ic (say, a toms) is p ic to 
r ia l l y represented as in F igu re 1 . T h i s d i a g r a m conta ins 

Figure 1: The system's view of an atom. 

two types of environments: First, there is the box la-
beled with "system" at the bot tom. This is a "believer 
environment" or "viewpoint." Viewpoints contain topic 
environments, such as the box labeled wi th "a tom" at 
the top. A topic environment contains a group of propo
sitions about the "topic." So, for example, the above 
diagram conveys that the system believes that atoms 
are l ight and small. ViewGen's own "knowledge-base" is 
a viewpoint containing a large number of topic environ
ments. 

If the topic of a topic environment is a person, the 
topic environment may contain, in addit ion to the beliefs 
about the person, a viewpoint environment containing 
particular beliefs held by that person about various top
ics. Normally and for obvious reasons of efficiency, this 
is only done for those beliefs of a given person that are, 
as some would put i t , reportable, where that wi l l often 
mean beliefs that conflict w i th those of the system itself. 
For example, suppose the system had beliefs about a per
son called John who believes that the Earth is flat. This 
would be pictorially represented as in Figure 2. The John 
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Figure 2: I he organization of belirefs about and 01 j onn . 

viewpoint, shown as the box with "John" on the lower 
edge, is a nested viewpoint, as it is enclosed wi th in the 
system viewpoint shown (through an intervening topic 
environment about John, shown as the box wi th "John" 
on its upper edge). Environments are dynamically cre
ated and altered. The basic algorithm of interest in this 
paper is an amalgamation mechanism that ascribes be
liefs from one viewpoint to another (or, "pushing one 
environment down into another"); ascribing certain be
liefs, transforming some, and blocking the ascription of 
others. The simplest form of this algori thm, described in 
[Wilks and Bien, 1979, 1983], is that a viewpoint should 
be generated using a default rule for ascription of beliefs. 
The default ascriptional rule is to assume that another 
person's view of a topic is the same as one's own ex-
cept inhere there is explicit evidence to the contrary. In 
examples of this sort, where the topic is also the agent 
into whose environment an ascription is being attempted 
(i.e., replace "Ear th" by "John" in the example), propo
sitions in an outer topic environment E (for the topic 
John, in the example), are pushed inwards into a topic 
environment (for the same topic) within a believer view
point (John's) nested wi th in E. Such inward pushing is 
central to our later observations on metaphor. 

Belief ascription is a far more complex phenomenon 
than is shown in this brief summary and the key to 
our method is the delimitation and treatment of cases 
where the default algorithm is incorrect. We call these 
atypical beliefs and they include technical expertise, self-
knowledge (itself a form of expertise), and secrets. For 
example, beliefs that T have about myself, such as how 
many fillings I have in my teeth, are beliefs that I would 
not normally ascribe to someone else unless I had rea
son to do so (if, say, the person to whom I was ascrib
ing the belief was my dentist). A representation based 
on lambda expressions is used in dealing wi th atypical 
beliefs, and is described elsewhere [Bal l im, 1987] [ Bal-
l im and Wilks, in press] [Wilks and Bal l im, 1987], and 
follows a suggestion originally made by McCarthy and 
Hayes [1969]. This combination of a basic default as-
cription rule wi th a mechanism for dealing wi th atypical 
belief is an original algorithm and has not, to our knowl
edge, been described or tested elsewhere in the literature. 

2 M e t a p h o r : Sh i f t i ng the Be l ie f Engine 
to a H igher Gear 

Metaphor is normally explicated, formally or computa
tionally, by a process that transfers properties by some 

structural mapping from one structure (the vehicle) to 
another (the tenor). Classic examples in AI would be the 
work of Falkenhainer, Forbus and Centner [1989] and of 
Indurkhya [1987]. A l l these authors are concerned, as 
we are, wi th metaphor and analogy viewed as some form 
of structural mapping; the difference from them of what 
we offer here is the linkage between that process and the 
process of belief ascription (and also that of "intensional 
identif ication"), as explained in [Bal l im, Wi lks and Bar-
den, 1991]. 

We are exploring the application of our basic belief al
gor i thm to metaphor as an experiment to see if it gives 
insight into the phenomenon. That should not be as 
surprising as it may sound: metaphor has often been 
viewed, in tradit ional approaches, as "seeing one thing 
as something else", a matter of viewpoints, just as we 
are presenting belief. We propose that propositions in 
the topic environment for the vehicle of a metaphor be 
"pushed inward" (using the standard algorithm men
tioned above), into an embedded environment for the 
tenor, to get the tenor seen through the vehicle, or the 
view of the tenor-as-vehicle. 

The key features here are: (1) one of the concep
tual domains, namely the metaphor vehicle, is viewed 
as a "pseudo-believer"; (2) the pseudo-believer has a 
metaphorical view of a topic or domain; (3) the genera-
tion of such a view is not dissimilar from ascribing be
liefs to real believers; (4) explicating this by pushing or 
amalgamating environments yields new intensional enti
ties after an actual transfer of properties. 

So, in 
Jones threatened Smith's theory by reimple-
menting his experiments. 

we would know we had a preference-breaking, and po
tentially metaphorical, situation from the object-feature 
failure on "threaten" (assuming this expects a person ob
ject), at least if we accept the argument of Wi lks [1977] 
that metaphors could be identified, procedurally at least, 
wi th the class of preference-breaking utterances. (This 
includes assertions that violate class relationships, such 
as "An atom is a bi l l iard bal l .") 

The awkward cases for that broad delimitation are 
forms like "Connors killed McEnroe", which breaks no 
verb preferences but is read metaphorically by some as 
"beat soundly at tennis". Here one might consider tak
ing the classic Marcus-escape and use our procedural 
definition to rule this example out of court as a "garden 
path metaphor". 

We could now plausibly form a metaphoric view of 
theory-as-person using the environment-amalgamation 
process sketched above. Figure 3 shows possible sys
tem environments for theory and person, and the re
sulting theory-as-person environment, where the arrow 
indicates the new environment resulting from the appli
cation of the default rule when the properties of the outer 
environment (for Person) are amalgamated into the in
ner environment (for Theory) and survive unless contra
dicted (as the Concrete predicate in fact is). So, by this 
maneuver, a new and complex metaphorical property of 
theories is derived. It might be, of course, that this pro-
cedure of belief-overriding as a basis for metaphor would 
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Figure 3: Forming a theory-as-person environment. 

produce no different a set of plausible properties trans
ferred than any other system (e.g. that of Falkenhainer 
et a/.); and that would be, again, an experimental ques
tion, as would be the very difficult issue how many "irrel
evant" properties are ascribed as well, and whether there 
is a danger of them swamping the metaphorically rele
vant ones. But the importance or originality we propose 
would lie in the fact that it was further application of 
an algorithm designed to explicate another phenomenon 
altogether (i.e., belief), and therefore yield a procedural 
connection between the notions, as we argued in detail 
in [Ball im et al., 1991]. 

There is a further interesting aspect to the connection 
between belief and metaphor. We have stressed a pro-
cedural connection that may seem improbable to some 
people. There is also the important but neglected phe
nomenon that the content of belief is often inherently 
metaphorical, and in a way that conventional theorists 
totally neglect by their concentration on simplistic belief 
examples like "John loves Mary" . A far more plausible 
candidate might be a t ru th such as: 

Prussia threatened France before invading it 
successfully in 1871. 

What are we to say of this historically correct belief? 
What are the entities referred to by "Prussia" and 
"France"? Simple translation into some first-order ex
pression like I n v a d e (P russ ia , F rance , 1870) just ob
scures the real problem, one for which the semantics of 
first order logic are no help at al l . Are the entities re
ferred to somehow metaphorically the Prussian people, 
etc., or army, or a part of the army? 

Following the approach described earlier, we might ex
pect to detect breaking of linguistic preferences of the 
verb "threaten"; perform a t r ia l pushdown of properties 
of the "People" environment (given by the conventional 
preferences of "threaten") into an environment for Prus-
sia (= a land mass, the basic representation). An im
portant safeguard, that there is no space to discuss here, 
would be that we examined our inventory of represen
tations to see if we had one for "Prussia" that already 
expressed the (dead) metaphor of a country-name-as-a-
polity (some would insist that this was a metonymy, but 
we do not address this alternative here). 

The amalgamation of the notions of belief ascription 
and metaphor interpretation is described and justified in 
detail in [Ball im et a/., 1991]. The method as described 
there explicitly addresses the case of metaphor only at 
the top level of discourse, wi th in the system's own no
tions of the component elements of the metaphor. But of 
course, in the general process of metaphor interpretation, 
we must relativize these processes to the space of any rel
evant believer. The system might believe the zoological 
truism that pigs are clean and neat, but when talking to 
the non-zoologist John, use the standard metaphor "He's 
a pig" on the assumption that John would perform the 
ascription against the dirty-unhygenic-pig belief that the 
system believes John to hold. The system must be able 
to model that metaphorical ascription, whose elements 
the system itself does not believe. 

This relativization is included in a recent implemen
tation of the approach within VtewGen by Bal l im, as 
extended by one of us (Wang). The need for relativiza
tion underscores the benefits of our method of unify
ing metaphorical transference wi th belief ascription. We 
shall analyze such examples later in more detail, but we 
must first discuss an issue of "metaphorical scope" that 
is implici t ly raised by the above. 

3 Metaphor i ca l Scope 
Consider the sentence 

John believes that a cure for terrorism is 
needed. 

The complement of this belief report —■ the clause fol
lowing the word " that" — can be construed as involving 
a terrorism-as-disease metaphor. We must first realize 
that there is a metaphor scoping issue here. The "inner 
scope" reading involves the idea that John himself thinks 
of terrorism as a disease (and we might predict that he 
would report his belief by means of the sentence "A cure 
for terrorism is needed"). The "outer scope" reading is 
that John believes something about terrorism that is be
ing portrayed by the speaker in terms of disease-curing. 
John does not necessarily have a belief couched in these 
terms, nor would he necessarily report his belief in these 
terms. (Perhaps John would say: "Something needs to 
be done to eliminate terrorism and repair the damage it 
has done to society.") 

We now concentrate on the inner scope reading. In 
the process of setting up a topic environment for terror
ism inside John's belief environment, the system needs 
to perform (i) the normal default ascription proces, here 
moving some of its own beliefs about terrorism down into 
John, as well as performing (i i) a metaphoric transfer
ence process. This combination of tasks is simplified by 
our method of dressing the tasks in essentially the same 
algorithmic clothes. 

This is especially so since it is John's view of disease 
that is important in the metaphoric transference, not 
the system's. After al l , John might believe that diseases 
are caused by demonic influences, say, and this belief 
could affect what he would think of as reasonable ways 
of curing terrorism — e.g., exorcism. Thus, in task ( i i ) , a 
disease topic environment must be set up wi th in John's 
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The treatment is such that it makes no difference 
whether (i) A-as-B is seen as C or ( i i) A is seen as B-as-
C. This seems to accord well w i th our intuit ions about 
examples we have considered. We plan to tackle parallel 
mixing as well in future work, especially as both types 
are common in the realm of metaphors of mind (which 
form the central concern of Barnden [1989, 1990]). 
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