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Abst rac t 

Word-posi t ion- independent and word -pos i t i on 
dependent n-gram p r o b a b i l i t i e s were est imated 
from a la rge Engl ish language corpus. A t e x t -
r e c o g n i t i o n problem was s imu la ted , and using the 
est imated n-gram p r o b a b i l i t i e s , four experiments 
were conducted by the f o l l o w i n g methods of c l a s s i 
f i c a t i o n : w i thou t contex tua l i n f o r m a t i o n , Rav iv 's 
recu rs i ve Bayes a l go r i t hm , the modi f ied V i t e r b i 
a l g o r i t h m , and a proposed h e u r i s t i c approximation 
to Rav iv ' s a l go r i t hm . Based on the est imates of 
the p r o b a b i l i t i e s o f m i s c l a s s i f i x a t i o n observed 
in the four exper iments, the above methods are 
compared. The h e u r i s t i c approximat ion of Rav iv 's 
a lgo r i t hm performed j u s t as w e l l as Rav iv 's and 
requ i red f a r less computat ion. 

1 . I n t r o d u c t i o n 

Some of the con tex tua l t e x t - r e c o g n i t i o n a l 
gori thms invoke the assumption tha t Engl ish l a n 
guage is a Markov source of order r > l [ l ] . Having 
made these assumptions these a lgor i thms use e i t he r 
sequen t ia l or nonsequent ia l dec is ion theory . 

This paper descr ibes an ex
per imenta l i n v e s t i g a t i o n of t e x t - r e c o g n i t i o n by 
four methods: w i t hou t con tex tua l i n f o r m a t i o n , 
Rav iv 's recu rs i ve Bayes a lgo r i thm [ 2 ] , the modi
f i e d V i t e r b i a l go r i t hm 15 ] , and a proposed 
h e u r i s t i c approximat ion to Rav iv 's a l g o r i t h m . 
The o b j e c t i v e of the experiments was to compare 
the above methods. 

It was assumed tha t Engl ish language Is a 
Markov source of order r = l . To conduct the 
exper iments, i t was necessary tha t unigram ( s i n 
g l e - l e t t e r ) and f i r s t - o r d e r t r a n s i t i o n p r o b a b i l i 
t i e s be est imated from the Engl ish language. The 
p r o b a b i l i t i e s are c o l l e c t i v e l y r e fe r red to as the 
n-gram p r o b a b i l i t i e s . 

2. Es t imat ion of N-gram P r o b a b i l i t i e s 
From the Eng l ish Language 

A mu l t i - au tho red Eng l ish language corpus 
w r i t t e n on ten d i f f e r e n t sub jec t mat ters [4 ] 
compris ing over h a l f - a - m i l l i o n words was compiled. 
P r o b a b i l i t y est imates were obtained from t h i s 
corpus f o r the f o l l o w i n g : 

( i ) Word-posi t ion- independent unigram p ro 
b a b i l i t i e s P(C1) . 

( i i ) Word-posi t ion- independent t r a n s i t i o n 
p r o b a b i l i t i e s P C c J c . ) . 

( i i i ) Word-posit ion-dependent unigram proba
b i l i t i e s P (C.) f o r p o s i t i o n m 

m I 
(l<m<9) . 

( i v ) Word-posit ion-dependent t r a n s i t i o n p ro 
b a b i l i t i e s P (C, |C. ) f o r 0<m<9 . 

m i j 
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P (C,IC ) is the p r o b a b i l i t y of occurrence of 

character C. in p o s i t i o n (m+1) of a word 

given that character C occurs in p o s i t i o n m. 

Since the corpus was l a r g e , it was assumed 
tha t PCC^) , P(C1 | C j ) , V V ' ? m ( C i l C j ) e 8 t l " 
mated from the corpus, r e f l e c t c lose ly the t rue 
n-gram p r o b a b i l i t i e s of the Engl ish language fo r 
the 27-character s e t , tf and the l e t t e r s A to Z. 
Each experiment descr ibed in Sect ion 4 was r e 
peated tw ice : once, by using the w o r d - p o s i t i o n -
independent (WPI) n-gram p r o b a b i l i t i e s and a 
second t ime, by using word-posi t ion-dependent 
(WPD) n-gram p r o b a b i l i t i e s . 

3• S imula t ion of the Text -Recogni t ion Problem 

Images on 24 x 24 arrays of mixed- font 
machine p r i n t ed l e t t e r s were taken from Ryan's* 
data s e t . The images were s ize-normal ized and a 
36-dimensional f ea tu re -vec to r X= (x.. ,x_ ,. . . ,x ) 

was ex t rac ted from each image [ 4 ] . 

The t o t a l number of pa t te rns ava i l ab l e was 
13,337. These were d i v ided i n t o two se t s : a 
t r a i n i n g set of 6,651 pa t te rns and a t e s t i n g set 
of 6,686 p a t t e r n s . The c l a s s i f i e r was t r a i n e d , 
and P(X|C ) —the p r o b a b i l i t y d i s t r i b u t i o n of X 

condi t ioned on C,—was es t imated, k 
A passage, ca l l ed the Old Passage, was com

p i l e d from ten segments, such tha t each segment 
was a r b i t r a r i l y chosen from one of the ten sub
j e c t matters in the corpus (descr ibed in Sect ion 
2 ) . Another passage, ca l l ed the New Passage, 
was s i m i l a r l y compiled but from sources outs ide 
the corpus [ 4 ] , The Old Passage consisted of 
2,521 words and the New Passage of 2,256 words. 
These two passages were used as tex t to be recog
nized in the experiments described in Sect ion 4. 

4. The Text -Recogni t ion Problem 
and the Experiments Conducted 

Pat terns of the passages were presented 
sequen t i a l l y to the c l a s s i f i e r . I t was assumed 
tha t a l l blanks were p e r f e c t l y recognizab le . 
Let 

x * x Q , x±9 x 2 x n , x n + 1 

be the pattern-sequence inpu t to the c l a s s i f i e r 
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