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A b s t r a c t 

The paper d i s c u s s e s the i n c o r p o r a t i o n o f 
r i c h e r seman t i c s t r u c t u r e s i n t o t h e P r e f e r e n c e 
Semant ics s y s t e m : they a re c a l l e d p s e u d o - t e x t s 
and c a p t u r e someth ing o f t h e i n f o r m a t i o n exp ressed 
i n one t y p e o f f rame proposed b y M insky ( q . v . ) . 
However , t hey a re i n a f o r m a t , and s u b j e c t t o r u l e s 
o f i n f e r e n c e , c o n s i s t e n t w i t h e a r l i e r accoun ts o f 
t h i s sys tem o f language a n a l y s i s and u n d e r s t a n d i n g . 
T h e i r use i s d i s c u s s e d i n c o n n e c t i o n w i t h t h e phen 
omenon o f ex tended u s e : sen tences where t he 
s e m a n t i c p r e f e r e n c e s a re b r o k e n . I t i s a rgued t h a t 
such s i t u a t i o n s a re the norm and n o t the e x c e p t i o n 
in no rma l language u s e , and t h a t a language u n d e r 
s t a n d i n g sys tem must g i v e some g e n e r a l t r e a t m e n t 
o f them. 

D e s c r i p t i v e t e r m s : n a t u r a l language u n d e r s t a n d i n g , 
s e m a n t i c s , f r a m e s , p s e u d o - t e x t , 
p r e f e r e n c e s , t e m p l a t e s , f o r m u l a s , 
t h e s a u r u s . 

I n t r o d u c t i o n 

T h i s paper s k e t c h e s how one m i g h t d e a l w i t h 
e x t e n s i o n s o f word sense in a n a t u r a l language 
u n d e r s t a n d i n g sys tem (NLUS): t h a t i s t o s a y , 
no rma l u t t e r a n c e s t h a t b reak p r e a s s i g n e d seman t i c 
s e l e c t i o n , o r p r e f e r e n c e , r e s t r i c t i o n s . The p r o 
p o s a l s here e x t e n d the knowledge r e p r e s e n t a t i o n o f 
the p r e f e r e n c e seman t i cs NLUS ( W i l k s 1968, 1975) 
w i t h p s e u d o - t e x t s (FT) w h i c h a re one t ype o f f rame 
s t r u c t u r e s i n the zense o f (M insky 1 9 7 5 ) , b u t 
w h i c h a re a l s o c o n s i s t e n t w i t h t he g e n e r a l assump
t i o n s o f t h i s p a r t i c u l a r NLUS. At. t h e end I s h a l l 
desc r i be , an i m p l e m e n t a t i o n e n v i r o n m e n t under c o n 
s t r u c t i o n , w h i c h may make p o s s i b l e some t e s t o f t he 
r e l a t i v e c o n t r i b u t i o n s o f PTs and v e r y g e n e r a l 
p r a g m a t i c p r i n c i p l e s l i k e " p r e f e r e n c e " (see be low) 
t o language e x t e n s i o n . 

T o u n d e r s t a n d " p r e f e r e n c e " c o n s i d e r the f o l 
l o w i n g s e n t e n c e , c h o s e n , I p r o m i s e y o u , a t random 
f r o m t h e f r o n t page o f a d a i l y newspaper : (The 
Times 5 . 2 . 7 6 ) : 

(1 ) Mr . W i l s o n s a i d t h a t t h e l i n e t a k e n b y the 
Shadow C a b i n e t , t h a t an Assembly s h o u l d be g i v e n 
no e x e c u t i v e powers wou ld l e a d to t h e b r e a k - u p o f 
the United Kingdom. 

This sentence presents no problems to the 
average reader of that newspaper, who is presumed 
to know what a cabinet i s , and what the U.K. i s . 
However, at each of the four under l ined p o i n t s , 
the noun would v i o l a t e the normal semantic se lec t 
ion r e s t r i c t i o n s fo r the associated verb : l i n e s , 
f o r example, would v i o l a t e the normal "phys ica l 

I sha l l r e fe r to such r e s t r i c t i o n s as p re f 
erence r e s t r i c t i o n s , because of the way the present 
NLUS is already able to accept na tu ra l language 
that v i o l a t es preferences, as (1) does (see recap 
in next sect ion fo r more d e t a i l ) . Such usage as (s) 
w i l l be re fe r red to as extended, or preference 
v i o l a t i n g , and these w i l l serve instead of the 
more l i t e r a r y and ph i losoph ica l term "metaphor ica l " . 

I t is an important assumption of t h i s paper 
that such usage is the norm in ordinary everyday 
language use, and cannot be re legated to the realm 
of the excep t iona l , or the odd, and so dea l t w i th 
by considerat ions of "performance". On the cont
rary i t i s , I would argue, cen t ra l to our language 
c a p a b i l i t i e s , and any theory of language must 
have something concrete to say about i t . Even if 
the newspaper usages above are "extended", I would 
suggest that anyone who could not grasp these 
extension could not be said to understand Engl ish 
proper ly (given adequate knowledge from which to 
extend, and we sha l l come to t h a t . ) It w i l l be 
obvious already tha t the commitment to a norm 
impl ies a corresponding commitment to general 
everyday language as a proper top ic fo r A l . This 
assumption needs defence, but there is no space 
fo r i t here. However, one might bear in mind t h a t , 
although non-general micro-worlds have been put 
forward as the E.Col i et A l , they may in fac t tu rn 
out to be our ph log is ton ! 

Semantic Sense-Project ion 

The process described in t h i s paper is ca l led 
p r o j e c t i o n : sense descr ip t ions fo r words w i l l be 
r e w r i t t e n , i n p re fe rence -v io l a t i ng t e x t s , w i th the 
aid of the s p e c i f i c knowledge in PTs; which is to 
say that par t of the PT is pro jected i n t o the 
sense desc r ip t i on fo r a word. So, f o r example in 
(1) some de ta i l ed p o l i t i c a l knowledge in a PT 
(see below) f o r "Uni ted Kingdom" could show that 
a breaking of such an e n t i t y could be caused, and 
we would then replace the sense desc r i p t i on of 
" lead to the break-up" and prov id ing a more 
appropr iate sense desc r i p t i on of " lead to fo r 
analysis of the res t of t h i s t e x t . 

The essence of t h i s process is f i n d i n g in the 
appropr iate PT, what it is that can normally be 
done w i th an e n t i t y of that type. As we s h a l l 
see, matching t h i s is not always a simple mat ter . 
I f , w i th the a id of knowledge representat ions 
and sense desc r i p t i ons , p r o j e c t i o n , even to a 
small degree, and general ized manner, we s h a l l , at 
the same t ime, be able to exp la in why the same 
acceptable extenders use is not present i n , say, 

"He broke up e v i l " , 

Thus the present task of e x p l i c a t i o n w i l l , 
to that extent* make concessions to the main 
l i n g u i s t i c goal of the l a s t two decades, tha t of 
s e t t i n g boundaries to a c c e p t a b i l i t y or meaningfu l -
ness, at least in so fa r as (1) would i n te rp re tab le 
on the basis of a knowledge base, and ru les of 
extens ion, whi le the l a s t sentence would no t . 
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However,f some b r i e f recap of the e x i s t i n g 
s ta te of the NLUS is necessary fo r s e t t i n g out 
these extensions. 

B r i e f recap of preference semantics 

In previous papers I have described an NLUS 
in which ru les operate on semantic word-sense 
descr i tp ions to b u i l d up tex t desc r i p t i ons . The 
tu les tha t i n s e r t sense descr ip t ions i n t o tex t 
descr ip t ions are what 1 ca l l ed " p r e f e r e n t i a l " : 
they seek p re fe r red e n t i t i e s , but w i l l accept 
the less p re fe r red if necessary. A sense 
desc r i p t i on f o r the ac t ion " d r i n k " would be the 
semantic formula: __ 

TO) (MOVE CAUSE) 

(FLOW STUFF) (THIS)*) 

(*ANj^<) 
(THRU PART) 

This is a formal s t ruc tu re of semantic p r i m i t i v e s 
expressing the meaning of the ac t ion (see King and 
Wilks 1977): that d r i nk i ng is a CAUSing to MOVE, 
pre ferab ly done by ANImate SUBject (-agent) and to 
a l i q u i d (FLOW STUFF). TO a p a r t i c u l a r ANImate 
aperture (THRU PART), and INto the SELF (-the 
animate agent ) . The l a s t p r i m i t i v e cause, is the 
head of the formula and i t s main p r i m i t i v e . For 
short we w i l l w r i t e (2) as | d r i n k | . 

The tex t s t ruc tu res in the system are temp
la tes together w i th semantic t i e s between them, 
where a template is a network of formulas, con
t a i n i n g at least an agent, ac t ion and object 
formula (or appropr iate dummies in place of them). 
Thus the template fo r ^'The adder dr inks water" w i l l 
be w r i t t e n f o r short |the+adder dr inks water] in 
which (2) is at the (ac t ion) node. 

The process of s e t t i n g up the templates al lows 
the formulas to compete to f i l l noes in templates. 
Thus tge formula fo r the (snake-)adder goes to the 
agent node in the template above in preference to 
the (machine-)adder because (2) s p e c i f i e s , by 
(vANI SUBJ) tha t it p re fers to be accompanied in a 
template by an animate agent formula. However, in 
the sentence: 

(3) My car dr inks gaso l ine. 

the ava i lab le formula f o r the f i r s t template node 
namely Q:ar3, is not f o r an animate e n t i t y , yet i t 
is accepted because there is no competi tor f o r the 
p o s i t i o n . THE PURPOSE OF THIS PAPER IS TO INVEST-
GATE HOW THE SYSTEM MIGHT NOT MERELY ACCEPT SUCH 
A PREFERENCE-VIOLATING STRUCTURE F0R(3) BUT MIGHT 
ALSO INTERPRET IT . 

An important l a t e r process is ca l l ed ex t rac 
t i o n : temp la te - l i ke s t ruc tu res are i n f e r red and 
added to the tex t representa t ion even though they 
match noth ing in the surface t e x t . They are "deeper" 
inferences from the case s t ruc tu re of formulas in 

some actua l template—where the case p r i m i t i v e s 
are those under l ined in ( 2 ) . Thus, to the template 
fo r ( 3 ) , we would add an ex t r ac t i on ( i n double 
square parentheses in abbreviated fo rm) : 

(4) |gasol ine in carJ J 

which is an inference ext racted from the con ta in 
ment subformula of (2) (SELF I N ) . Analogous 
ex t rac t ions could be made fo r each case p r i m i t i v e 
in each formula in the template fo r ( 3 ) . 

A l l these are , of course, complex and content -
ous issues, that can only be summarised here so 
that we can get on to something e l se . They have 
however been programmed and described in d e t a i l in 
(Wilks 1975, 1976). 

Since then a s t r u c t u r a l change (Wilks (1976a) 
as allowed a wider , and more s p e c i f i c , form of 
expression in formulas by a l low ing thesaurus i tems, 
as we l l as p r i m i t i v e s , to func t ion in them, No 
problems are introduced by doing t h i s , provided 
that the thesaurus items are also themselves words 
in the d i c t i o n a r y , and so have thc i r fo rmu las 
defined elsewhere in t h e i r t u r n . One advantage 
of t h i s extension is to impose a thesaurus s t r u c 
ture on the whole vocabulary, and so render i t s 
semantic expression more cons is ten t . 

A thesaurus, Like Roget, is simply an o rgan i 
sat ion of a vocabulary i n to semi-synonymous rows, 
which are themselves c l a s s i f i e d h i e r a r c h i c a l l y 
under heads, and even more genera l l y , sec t ions . 
Thus under some very general sect ion name MOVE 
(■motion) we would f i n d heads, two of which might 
be Aengine and v e h i c l e . The former might be 
the name of a row of actua l types of engine 

(S) # 525 engine: t u r b i n e , i n t e r n a l com
bus t i on , s t e a m . . . . . . 

where the number simply ind ica tes the sequence 
pos i t i on of # engine in the thesaurus. I t is no 
accident that the most general sect ion names l i k e 
MOVE can be i d e n t i f i e d w i th the semantic p r i m i t i v e s 
of the present system. 

The organ isa t ion is imposed by r e q u i r i n g 
i nc l us ion r e l a t i o n s , between the formulas f o r word 
senses, corresponding to the thesaurus r e l a t i o n s of 
the words. Thus, a l l the words in the row (5) 
would have a common subpart to t h e i r formulas, and 
that common subpart would be the d i c t i ona ry formula 
fo r "engine , probable expressing in p r i m i t i v e s no 
more than"a th ing used by humans to perform some 
task , and sel f -moving in some way". If now 
thesaurus items can be inser ted in formulas we may 
expect a formula fo r "ca r " at least as spec i f i c as: 

(6) 

WAY} (/ GOAL) (MAN USE) (OBJE THING) 

N )(SELF MOVE) 

USE) 

( f renq ine *ART) 
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Language Boundaries and Projection 

Let us return to examples l i ke (3) for which 
the system constructs a template even though it 
contains a v io lated preference, and ask what 
should an i n t e l l i g e n t system infer in such a 
s i tuat ion?* I would suggest that cars can be said 
to drink in v i r tue of something a system might 
already know about them, namely that they have a 
f l u i d (gas/petrol) injected into them, and they 
use that in order to run. That is to say, the 
program should have access to a su f f i c i en t l y r i c h 
k nowledge structure to express the fact that cars 
stand in a re la t ion to a par t icu lar f l u i d , a r e l 
at ion that i s , of the "same semantic structure" as 
the re la t ion in which a drinker normally stands to 
the thing drunk. A l l that may sound obvious, but 
how else are we to account for the naturalness of 
(3 ) , but the re la t i ve unnaturalness (and uninter-
p re tab i l i t y ) of "My car chews gasol ine", and, the 
more d is tan t , "My car carves the Sunday roast" . 
One upshot of these proposals is to d ist inguish 
plausible (with respect to a knowledge base) 
preference v i o l a t i on from the implausible.** 

The procedural upshot of the above would be 
to replace at least one formula in the template 
for (3) with another, ei ther constructed by 
ru le * * * or drawn from the knowledge structure 
i t s e l f , to be cal led a pseudo-text (PT). Let us 
now postulate that "car" points not only to (6 ) , i . e . 
|car] but that |car] in turn points to : 

Part of the pseudo-text f o r " ca r " 

The system already deals w i t h ce r ta in preference 
v i o l a t i o n s , such as those c o n s t i t u t i n g the 
ergat ive case paradigm ("The hammer broke the 
window" - see Wilks 1976b) and ce r t a i n examples 
l i k e "John got a shock", a class cen t ra l to 
Riesbeck's thesis (see Schank (ed.) 1975). 

** An important aspect of the in terpre ta t ion of 
(3) is id iomatic, namely that the car uses _a 
lo t of gas/petro l . This aspect of the meaning 
is beyond t h i s , or I suspect any, general 
inference procedure. 

* * * In a f u l l e r version of th is paper (Wilks, in 
press) I describe the re la t ion of th is work to 
attempts, such as (Givon 1967), to give general 
rules for p ro jec t ion : rules operating on the 
dict ionary and independent of contexts of use. 

This structure is cal led a pseudo-text 
because it is of jus t the same format as the text 
representations produced by the present NLUS.lt 
can be extended to taste to express as much 
speci f ic information about cars as is thought 
appropriate. Given the parser for the present 
NLUS, it could even be input as real text about 
cars. The representation consists of the templates 
(explained loosely at the r i g h t ) , together with 
the self-explanatory) case and cause t ies between 
them. In the templates,; denotes a dummy and * 
denotes the formula [car] that points to the 
object (7) . The # prefixed items are thesaurus 
items, though the "IC engine" is simply a specific-
dict ionary word point ing to i t s own formula - -
spec i f i c i t y is thus a matter of taste. So, for 
example, the thesaurus head #* l i qu id could be 
replaced by more e x p l i c i t "gasol ine". Items in 
round parentheses remain in pr imi t ive 
form. 

It w i l l be clear that the same information 
can be expresses in a number of d i f fe rent ways, 
and at d i f fe ren t levels of general i ty ; though 
the s p i r i t of (Minsky 1975) suggests that they 
should be as speci f ic as possible. The intent ion 
here is that THE PROCESSES THAT OPERATE ON SUCH 
ENTITIES AS(7) SHALL BE IDENTICAL WITH THOSE THAT 
OPERATE ON SUCH ENTITIES AS (7) SHALL BE IDENTICAL 
WITH THOSE THAT MANIPULATE REPRESENTATIONS DERIVED 
FROM INPUT TEXTS. The approach is thus the 
reverse of the conventional one: we seek to ass
imi la te knowledge structures to text structures, 
rather than the reverse, on the grounds that the 
representation of language is the d i f f i c u l t task, 
and that the representation of knowledge as such 
makes no sense apart from that . 

We should note too, that jus t as the thesaurus 
structure imposes a containment re la t ion on the 
formulas of co-row-member words, so it also imposes 
a h ierarchical re lat ionship on PTs: that for 
# vehic le, for example, w i l l be a less specif ic 
version of (7) . Further up the thesaurus would 
be PTs for h igh- level sections: that for the 
pr imi t ive Man would be highly complex. But note 
there is no " inheri tance of property" problem in 
th is system: the formula for "amputee" would have 
head MAN and would specify the loss of limbs. Any 
inher i ted pseudo-text from MAN-asserting "two legs" 
-would be modified [amputee ]. 

The system now uses (7) to make a pro ject ion, 
so as to derive an in terpre ta t ion for (4) , by 
seeking, in (7) , templates matching the source 
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template |ray+car dr inks g a s o l i n e } : namely the 
f i r s t and "fourth l i nes of ( 7 ) . The f i r s t match is 
in v i r t u e of the s i m i l a r i t y of [ d r i nk ] and 
\# i n jec t ]—based on the expression in p r i m i t i v e s , 
as in ( 2 ) , of causing l i q u i d to be in an e n t i t y of 
the same type as the agent. This would al low us 
to con f i rm, by p r o j e c t i o n , the "humanness of 
the d r i n k e r " , that has already been noted by 
e a r l i e r e x t r a c t i o n * rout ines that ext racted out 
from [dr ink | independently of the PT ( 7 ) . However, 
no p ro j ec t i on is made at t h i s stage onto |car j 
(though it might be l a t e r in the face of a sentence 
l i ke "H i s t h i r s t i s never slaked fo l l ow ing ( 4 ) , that 
confirms the humanness p ro jec t i on ) because,in the 
case of v i o l a t i o n s of the preferences of ac t i ons , 
as of " d r i n k " in ( 4 ) , the system ALWAYS PREFERS 
TO MAKE A PROJECTION ON TO THE ACTION ITSELF IF IT ; 
CAN. 

A stronger match is detected btween the |my+ 
car dr inks gaso l ine | and the fou r th l i n e of (J) in 
v i r t u e of the containment of (^engine*) in | car ] , 
and of | gasol ine | in # l i q u i d j , which is 
evident in the formulas themselves. This resu l t s 
in the p ro jec t i on of the ac t ion node of the fou r th 
l i n e of ( 7 ) , namely [use] , on to |d r ink ] in the 
template f i r ( 3 ) . This p ro jec t i on is taken to be 
s t rong ly confirmed by the e a r l i e r match w i t h the 
f i r s t l i ne of ( 7 ) , and is considered to carry over 
more sense that any a l t e r n a t i v e p r o j e c t i o n . The 
conf i rmat ion (of the match of the template to the 
four th l i ne of (7) by that of the f i r s t l i ne ) is 
necessary here, because |my+car leaks gasol ine] 
would also match the fou r th l i n e , but no such 
p ro j ec t i on would be appropr ia te . Conversely, no 
p ro jec t i on could be made fo r "My car dr inks mud" 
from the fou r th l i n e , even w i th the conf i rmat ion of 
the f i r s t . The general r u l e fo r ac t ion p ro jec t ions 
then i s : SEEK A PSEUDO-TEXT, FOR AGENT OR OBJECT, 
WITH A TEMPLATE MATCHING ON AGENT AND OBJECT NODES. 
PROJECT THIS GENERALLY IF THERE IS ALSO A PSEUDO-
TEXT TEMPLATE MATCH TO THE ACTION ITSELF, FOR 
ANOTHER TEMPLATE IN THE SAME PSEUDO-TEXT. 

We may note in b r i e f because of pressure of 
space,above suggest ion. F i r s t consider the more 
complex example presented by a recent headl ine: 

(8) United Kingdom t r i e s to escape Common Market 
C lea r l y , some p ro jec t i on would be appropr iate here, 
of humanness on to the country (which would requi re 
a MAN-head fo r [ U . K / ] ; < [Common Market ] . The 
knowledge required might be drawn from |escape| 
alone, by simple ex t r ac t i on and wi thout recourse 
to the pseudo-texts f o r e i t h e r of the e n t i t i e s of 
the U.K. j o i n i n g , but not of leav ing the Common 
Market. In such circumstances more h i s t o r i c a l 
fac ts are not enough, even when h igh ly s t r uc tu red . 
We might conceivably be able to p ro jec t some no t ion 
fclisassociatej onto[escape 1] , from the U.K. PT 
* e x t r a c t i o n s , i t w i l l be seen, d i f f e r from 

pro jec t ions in that they produce new template
l i k e e n t i t i e s , rather than, as here, rep lac ing 
formulas ins ide e x i s t i n g templates. 

given some more soph is t i ca ted matching c r i t e r i o n 
that placed relevance above negation in such cases 
( i . e . would match |escape"] w i t h [associate] or 
[ join]. 

Secondly,we might consider the problems 
presented by an example l i k e : 

(9) I see what you mean. Here the Jas t clause 
breaks the preference expressed in |see| f o r a 
physical ob jec t . A system procedure w f l l present 
t n e ac tua l object of (9) to the t o p - l e v e l temp
la te simply as the p r i m i t i v e SIGN (the p r i m i t i v e 
fo r symbols and in tens iona l representat ions of 
them) which has been obta ined, by e x t r a c t i o n , 
from the pre fer red object in[meanj .Thus the 
system is e f f e c t i v e l y deal ing w i th the template 
sequence. [i see (SIGN)] |you man (SIGN)J . But 
what could we expect as a pseudo-text f o r some
th ing as general as SIGN, so as to use the above 
procedures to p ro jec t on to [see] . If we take 
advantage of the h i e r a r c h i c a l nature of the 
thesaurus, we might expect pseudo-texts at the 
very top l e v e l , associated w i th the sect ion 
names - pure p r im i t i ves l i k e SIGN - j u s t as 
spec i f i c pseudo-texts are associated w i th the 
lowest lever 1 items in the thesaurus - row 
members l i k e " c a r " . The pseudo-text fo r a 
p r i m i t i v e l i k e SIGN would be whol ly "care s t r uc 
t u r a l " : i t would consist of no more than 
p r i m i t i v e concatent ions, in template form, l i k e 
MAN THINK SIGN*, the most general t h ing that 
can be said about what is normally done to s igns. 
However, even something as general as t h i s 
might s u f f i c e to pro jec t THINK c o r r e c t l y onto 
[see] . The i n t e r e s t i n g genera l i t y would come from 
using exact ly the same p ro jec t i on procedures on 
the most general pseudo-texts l i k e t h i s , as on 
the most s p e c i f i c , l i k e ( 7 ) . 

T h i r d l y , and th i s is t reated at length in 
Wilks (1977a), we can consider a qu i te d i f f e r e n t 
type of p ro jec t i on f o r phrases l i k e (10) a toy 
l i o n . 

This comes from a much discussed class of 
examples ( " p l a s t i c f l owe r " , "stone horse" e t c . ) , 
where an obvious p r o j e c t i o n mechanism is to 
replace the head of the formula fo r the noun 
(BEAST) in [ l i o n ] in (10)) by the pre fer red 
object of p red ica t ion in the q u a l i f i e r — here 
*PKTS0B i l l [ t o y ] . This would be a very l i m i t e d and 
general class of p ro jec t i ons ,no t r equ i r i ng access 
to PTs, but which might s t i l l provide a "p ro jec ted 
formula" appropr iate fo r examples l i k e : (11) The 
cat walked round the toy l i o n . 

* those f a m i l i a r w i th the system of Wilks (1968) 
1965 e t c . ) w i l l remember that these are the 
"bare template" s t ruc tu res ac tua l l y used to 
ob ta in the i n i t i a l template match. The sug
gest ion here is tha t the "knowledge-aspect" 
of these h igh ly -genera l s t ruc tures is to be 
found as the pseudo-texts of p r i m i t i v e s -
as the l a t t e r f unc t i on r i g h t at the top of 
the conceptual h ierarchy imposed by the 
thesaurus. 
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Then he came back and sn i f f ed i t . 
Where we might be helped to re fe r "he" and " i t " 

c o r r e c t l y by the new, p ro jec ted , formula | l i o n | 
whose head was no longer BEAST, and which could 
there fore no longer be the reference of "he" as 
a rea l l i o n would be. 

A more r ad i ca l and i n t e r e s t i n g development 
would be the cons t ruc t ion of "PT repacking 
func t i ons " s p e c i f i c to ce r t a i n q u a l i f i e r s . Thus, 
f o r example, such a func t i on fo r " t o y " , i f faced 
w i th the phrase " toy car" might repack (7) using 
a general ru le to delete a l l cons t i tuen t templates 
based on the ac t ion USE, as we l l as a l l those 
that are at end of a GOAL t i e , since toy cars 
cannot, normally serve human needs, uses and 
purposes. 

An Implementation Environment 

I t is proposed to implement these suggestions 
cu r ren t l y using a new base fo r the preference 
semantics system, expressed as a semantic augm
ented t r a n s i t i o n network. I t i s hoped that t h i s 
more convent ional re-expression of the semantics-
dr iven pa t te rn matching parser w i l l make i t more 
comprehensible and acceptable. The environment 
w i l l be a question-answering system that discusses 
in Eng l i sh , the cons t ruc t ion of the semantic 
representa t ion i t s e l f f o r a t e x t . I t i s hoped too 
that t h i s w i l l avoid the t r i v i a l i t i e s that lu rk 
in answering questions about m in i -wor lds , where 
the answers to a l l possib le questions sometimes 
seem preformed in the data base. Some s imula t ion 
of p a r a l l e l processes is hoped f o r , so as to 
d i s t i n g u i s h (as independent matching processes) 
those aspects of the present system that cor
respond to l oca l context ( l i k e preference) and 
those tha t correspond to a g loba l c o n t e x t ( l i k e 
PTs and the use of the thesaurus g e n e r a l l y ) , and 
to apply these independently to a t e x t , as 
p a r a l l e l branches of ana lys i s , each seeking 
temp la te - l i ke s t ruc tu res in the input t e x t . The 
i n t e r e s t , and the p o s s i b i l i t y of tes t of the 
r e l a t i v e usefulness of the branches, would come 
from swi tch ing o f f some p a r t i c u l a r branch and 
seeing i f the analys is de te r i o ra ted . 

Let us imagine such a dialogue as it might 
apply to the analys is of a r ea l newspaper t ex t 
I i k e : (The Times: 5 .2 .76) . 

(12) An ambulance d r i v e r , answering an emergency 
went through red t r a f f i c l i g h t s and c o l l i d e d 
w i th a car k i l l i n g i t s d r i v e r . The i n t e r e s t 
here is how the program is to determine the 
reference of " i t s " as the car , ra ther than 
the ambulance d r i v e r . In what f o l l ows , the 
user in te rven t ions are in the upper case, 
notes are preceded and fo l lowed by square 
brackets . 

END OF TEXT INPUT 

1. An ambulance answering an emergency c a l l 
2. S went through red t r a f f i c l i g h t s 
3. and S c o l l i d e d w i th a car 
4 . S k i l l i n g i t s d r i ve r 
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[S marks missing template agents 
in the four fragments the tex t 

has been cut i n to fo r ease of reference"] 

A l l fragments match templates. 
Template 2 f a i l s preferences fo r agent. 
Now repacking S s l o t s 

2. The ambulance d r i ve r went through red 
t r a f f i c l i g h t s . 

WHY? 
a d r i ve r is mobi le , a c a l l no t . 

3. The abulance d r i v e r co l l i ded wi th a car. 

Suggest: 

4. The ambulance d r i ve r k i l l e d ? i t s d r i ve r 

(system unsure of S in ( 4 ) , i t 
is marked as a problem] 

WHY? 
only ac t ive agent ava i lab le 

But now r e - i n f e r r i n g as f o l l o w s : 

preference breaking in (2) dr ives inferences 
as f o l l ows : 
t r a f f i c l i g h t s are aperture 

"went through "means "passed 

I se lect l a t t e r and pro jec t on to "went through" 

| s t ra igh t fo rward ex t rac t i on in (2) 
plus access to pseudo-text fo r 
" t r a f f i c - l i g h t s " ] 

examining preferences in 

4 . S k i l l i n g i t s d r i v e r . 

" I t " is l i g h t s (number wrong) 
or 
c a l l 
or 
car 
or 
ambulance 

Prefer car or ambulance fo r " i t " 

[ ca l l s don' t have d r i v e r s j 

Confirm 

4 . ambulance d r i ve r k i l l s ca r ' s d r i ve r 
WHY? 

F i r s t : 

from t r a f f i c - l i g h t s pseudo-text 

passing red t r a f f i c l i g h t 

causes people hur t 

['pass" has replaced "went through" 
by p r o j e c t i o n , remeraber] 

[pseudo tex ts can have a "cause t i e d " 
template pa i r read out] 
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t h i s confirms k i l l s car and ambulance d r i v e r . 
Second: 

Ca l l i ng pragmatic over - r ide 
i t s - c a r s 

" i t s " not twice co re fe ren t i a l 

|a general Gricean* s t y l e pragmatics 
ru le that maximises in format ion in the 
fragment. ] 

Confirm i ts=cars 

Representation complete. 

The new po in t brought out of the hat at the end, 
as it were, shows the need fo r general pragmatic 
p r i n c i p l e s at the highest l e v e l . Just as we need
ed preference at the lowest. The general i n te res t 
here would be the p o s s i b i l i t y of two c lashing 
general p r i nc i p l es in the analysis of a given t e x t : 
preference seeking, in some sense, to minimise 
in fo rmat ion (argued in Wilks 1975), and another 
seeking to maximise i t . 

Discussion 

The cause-t ied template p a i r , read out from 
the PT for fragment 4, shows that the func t ion of 
the PT is not t i e d to j u s t simple matching and 
in ferences, and can span across tex ts of some 
leng th . 

Moreover, in an actual implementation, the 
h i e r a r c h i c a l organizat ion of the PTs would plan a 
stronger ro le than appears here. As was suggested 
in connection wi th example (10) , the PTs would not 
a l l be stored e x p l i c i t l y , but would be constructed 
as required * from the more general PT fo r the 
corresponding thesaurus sub-head term, together 
w i th appropr iate s l o t f i l l e r s . Thus, the 
"ambulance example" would always access the 
4# vehic le PT i n i t i a l l y and would attempt to deal 
w i th the tex t at that more general l e v e l , before 
proceeding to construct the "ambulance PTM from the 
4h* vehic le one. 

A number of very general comparisons and 
issues suggest themselves here. The PTs are 
c l ea r l y of the more s t a t i c type of frame adumbrated 
in (Minsky 1975), in t h a t , un l ike those of 
(Charniah 1975) (Schonk 1975b) e t c . , they do not 
have a nar ra t i ve l i n e , temporal ly or causal ly 
ordered. Indeed, (7) is essen t i a l l y unordered, 
merely connected, and, should unconnected sub-PTs 
e x i s t in a PT, they may be considered connected by 
an unordered AND pred ica te . 

So, since PTs are non-nar ra t i ve , or in crude terms, 
f o r nouns not verbs, the quest ion of parsing tex t 
expec ta t iona l l y w i th t h e i r a id does not ar ise (as 
has been suggested in Schonk 1975b, and argued 

* (Grice 1967) The p r i n c i p l e of avoid ing 
unnecessary redundancy: i f "it=ambulance 
d r i v e r " the w r i t e r would have used " k i l l e d 
h imse l f " . 

against in Wilks 1977b), although t h i s maybe a 
purely academic, quest ion in that sc r i p t s are at 
present (Riesback 1977) being appl ied independently 
at parsing procedures. This leads to close ana
logies between the present paper and the proposals 
of (Granger 1977) to use knowledge-based tech
niques (though not ac tua l l y the s c r i p t s avaib le 
in the system he is working as par t o f ) to under
stand unknown wordsin t e x t s . The r e l a t i o n between 
unknown words and p re fe rence-v io la t i ng known 
words is complex and beyond the scope of t h i s 
d iscussion. 

Another and very general and re levant issue is 
that of the r e l a t i o n of the "understood s t r uc tu re " 
derived fo r a t e x t , and the memory s t ruc tu re to be 
associated w i th i t . Ortony (1975) has argued 
persuasively that one must not j u s t assume the two 
to be the same, in the face of much counter-
evidence. In the present proposals, the "episode" 
s t ruc tu re fo r a tex t has the same format as a PT, 
or memory s t r u c t u r e , but the two are not assumed 
to be the same (or even d i f f e r e n t l y f i l l e d in 
copies) fo r any inpu t . 

The implementation environment, or debugging 
aid fo r NLUS's, i s , l i k e Moch A l , only hand-waving 
in the face of very d i f f i c u l t ! , and i l l - unde rs tood 
problems. I t i t has a main d i s t i ngu i sh ing f ea tu re , 
i t is in the attempt to separate those p ro jec t ions 
where the h igh ly spec i f i c PTs are h e l p f u l from 
those where they are not . In some cases general 
p r i n c i p l e s , l i k e ex t rac t i on or "pragmatic o v e r r i d e " , 
seem s u f f i c i e n t . The key i n t e res t of the proposed 
implementation would be the p o s s i b i l i t y of assess
ing the r e l a t i v e values of h igh ly spec i f i c 
s t ructures and general p r i n c i p l e s . This is in 
keeping w i th the " lazy system" assumption that has 
always been behind t h i s NLUS** that a system should 
do no more processing and inference work than is 
necessary to deal w i th the analysis problem in hand, 
even i f that problem is coping w i th extended usage. 

It is hoped that a system able to pro jec t in 
th is way, from both general and spec i f i c knowledge 
s t ruc tu res , and to re l a te such p ro jec t ions to the 
app l i ca t i on of whol ly general pragmatic p r i nc ip les 
might give i ns igh t i n t o the complex ro le of know
ledge in language understanding, and i n to the 
pecu l iar ro le of language boundaries that the 
preference r e s t r i c t i o n s symbolize. 

** Cf. the no t ion of " va r iab le processing depth" 
in Bobrow & Winograd. 
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Wendy G. L e h n e r t 
Depar tmen t o f Computer Sc ience 

Y a l e U n i v e r s i t y 
New Haven, C t . 06520 

ABSTRACT 

A t h e o r y o f Q/A has been proposed f rom the p e r 
s p e c t i v e o f n a t u r a l language p r o c e s s i n g t h a t r e 
l i e s o n i d e a s i n c o n c e p t u a l i n f o r m a t i o n p r o c e s 
s i n g and t h e o r i e s o f human memory o r g a n i z a t i o n . 
T h i s t h e o r y o f Q/A has been implemented in a 
computer p r o g r a m , QUALM. QUALM is c u r r e n t l y used 
by two s t o r y u n d e r s t a n d i n g systems (SAM and PAM) 
to comp le te a n a t u r a l l anguage p r o c e s s i n g system 
t h a t reads s t o r i e s and answers q u e s t i o n s abou t 
what was r e a d . 

Keywords : n a t u r a l language p r o c e s s i n g , computa 
t i o n a l q u e s t i o n a n s w e r i n g , c o n c e p t u a l i n f o r m a t i o n 

1_ INTRODUCTION 

I f a computer i s g o i n g t o answer q u e s t i o n s 
i n a manner w h i c h i s n a t u r a l f o r human i n t e r 
a c t i o n , t he computer must have knowledge o f how 
p e o p l e ask q u e s t i o n s and what k i n d s o f answers 
a r e expec ted i n r e t u r n . A competent q u e s t i o n 
answer i ng sys tem must be based on a t h e o r y of 
human q u e s t i o n a n s w e r i n g t h a t d e s c r i b e s : 

( 1 ) what i t means to unde rs tand a q u e s t i o n 
( 2 ) how c o n t e x t a f f e c t s u n d e r s t a n d i n g 
( 3 ) what k i n d o f responses a r e a p p r o p r i a t e 
( 4 ) how to e x t r a c t answers f rom memory 

A t h e o r y o f c o n c e p t u a l q u e s t i o n answer i ng has 
been deve loped w h i c h add resses these f o u r p r o b 
lems [ L e h n e r t ' 7 7 ] . T h i s t h e o r y has been i m p l e 
mented in a computer program (QUALM) w h i c h r u n s 
i n c o n j u n c t i o n w i t h two s t o r y u n d e r s t a n d i n g s y s 
tems , SAM [ C u l l i n g f o r d ' 7 7 ] and PAM [ W i l e n s k y 
' 7 6 ] , e n a b l i n g these systems t o answer q u e s t i o n s 
about the s t o r i e s t h e y r e a d . 

The t h e o r y o f q u e s t i o n answer i ng proposed by 
QUALM is a t h e o r y o f n a t u r a l language p r o c e s s i n g . 
T h i s d i s t i n g u i s h e s QUALM f r o m many o t h e r q u e s t i o n 
answer i ng sys tems w h i c h a r e o r i e n t e d towards i n 
f o r m a t i o n r e t r i e v a l . Many sys tems w h i c h a t t e m p t 
t o answer q u e s t i o n s phrased i n n a t u r a l l anguage 
have been d e s i g n e d in two p i e c e s : ( 1 ) a memory 
r e t r i e v a l s y s t e m , and ( 2 ) a n a t u r a l language i n 
t e r f a c e . Very o f t e n t he i n t e r f a c e p rob lem i s 
c o n s i d e r e d secondary t o the r e t r i e v a l sys tem and 
t h e two subsystems a r e d e s i g n e d as i f t h e y were 

T h i s work was s u p p o r t e d i n p a r t b y t h e Advanced 
Research P r o j e c t s Agency o f t h e Depar tment o f 
Defense and m o n i t o r e d under t he O f f i c e o f Nava l 
Research under c o n t r a c t N00014 -75 -C -1111 . 

t h e o r e t i c a l l y i n d e p e n d e n t o f each o t h e r [ S h o r t -
l i f f e ' 7 4 , Woods ' 7 2 ] . 

The t h e o r y b e h i n d QUALM e x t e n d s t h e o r i e s o f 
memory p r o c e s s i n g w h i c h o r i g i n a t e d w i t h t h e s t u d y 
o f p a r s i n g [ R i e s b e c k & Schank ' 7 7 ] and g e n e r a t i o n 
[Goldman ' 7 5 ] . Concep tua l Dependency [Schank 
' 7 5 ] has p r o v e n to be a s t r o n g r e p r e s e n t a t i o n a l 
sys tem f o r t he t a s k o f q u e s t i o n a n s w e r i n g . 
P a r s i n g and g e n e r a t i o n s t r a t e g i e s based on Con
c e p t u a l Dependency were n a t u r a l l y adop ted f o r 
q u e s t i o n a n s w e r i n g w i t h o u t s i g n i f i c a n t a l t e r a 
t i o n s . T h i s app roach t o q u e s t i o n a n s w e r i n g w h i c h 
u t i l i z e s e x i s t i n g t h e o r i e s o f n a t u r a l l anguage 
p r o c e s s i n g c o n s t i t u t e s a ma jo r d e p a r t u r e f r o m the 
i n f o r m a t i o n r e t r i e v a l v i e w p o i n t where n a t u r a l 
l anguage i s c o n s i d e r e d t o b e m e r e l y a " f r o n t e n d " 
f o r a q u e s t i o n a n s w e r i n g s y s t e m . 

In o r d e r to u n d e r s t a n d q u e s t i o n s , QUALM must 
i n t e r f a c e w i t h a c o n c e p t u a l a n a l y s i s p rogram t h a t 
p a r s e s a n E n g l i s h q u e s t i o n i n t o i t s C o n c e p t u a l 
Dependency r e p r e s e n t a t i o n [Schank ' 7 5 ] . In SAM 
and PAM, QUALM i n t e r f a c e s w i t h a p a r s e r d e s i g n e d 
by C h r i s t o p h e r R iesbeck [R iesbeck & Schank ' 7 6 ] . 
I n o r d e r t o p roduce answers i n E n g l i s h , QUALM 
a l s o needs a g e n e r a t o r t h a t can t r a n s l a t e Con
c e p t u a l Dependency r e p r e s e n t a t i o n s i n t o E n g l i s h . 
The g e n e r a t o r used by SAM and PAM is based on a 
g e n e r a t o r des i gned b y N e i l Goldman [Goldman ' 7 5 ] . 
A l l o f t h e p r o c e s s i n g s p e c i f i c t o a n s w e r i n g 
q u e s t i o n s o c c u r s o n a c o n c e p t u a l l e v e l t h a t i s 
l anguage i n d e p e n d e n t . I f QUALM i n t e r f a c e d w i t h a 
R u s s i a n p a r s e r and a Chinese g e n e r a t o r , i t wou ld 
b e a b l e t o u n d e r s t a n d q u e s t i o n s s t a t e d i n Russ ian 
and p roduce answers t o these q u e s t i o n s i n C h i n 
e s e . No changes in QUALM a r e r e q u i r e d to accom
modate d i f f e r e n t l anguages s i n c e the q u e s t i o n 
a n s w e r i n g p r o c e s s e s a r e i ndependen t o f l a n g u a g e . 

2. CONCEPTUAL CATEGORIES FOR QUESTIONS 

When QUALM i n i t i a l l y r e c e i v e s a q u e s t i o n 
f r o m the p a r s e r , t h e q u e s t i o n I s r e p r e s e n t e d as a 
C o n c e p t u a l Dependency c o n c e p t u a l i z a t i o n . T h i s 
c o n c e p t u a l i z a t i o n must t hen b e c a t e g o r i z e d i n t o 
one o f t h i r t e e n p o s s i b l e Concep tua l C a t e g o r i e s . 
The C o n c e p t u a l C a t e g o r i e s f o r q u e s t i o n s a r e : 

( 1 ) Causa l A n t e c e d e n t ( 7 ) I n s t r u m e n t a l / P r o c e d u r a l 
( 2 ) Goa l O r i e n t a t i o n ( 8 ) Concept C o m p l e t i o n 
( 3 ) Enablement ( 9 ) E x p e c t a t i o n a l 
( 4 ) Causa l Consequent ( 10 ) Judgemen ta l 
( 5 ) V e r i f i c a t i o n (11 ) Q u a n t i f i c a t i o n 
( 6 ) D i s j u n c t i v e (12 ) F e a t u r e S p e c i f i c a t i o n 

(13 ) Request 

The c o n c e p t u a l pa rse of a q u e s t i o n r e p r e s e n t s a 
v e r y l i t e r a l o r n a i v e u n d e r s t a n d i n g o f t h e ques 
t i o n . C o n c e p t u a l C a t e g o r i z a t i o n c o n s t i t u t e s a 
h i g h e r l e v e l o f i n t e r p r e t a t i o n w h i c h i s d e s i g n e d 
t o d e t e r m i n e e x a c t l y what the q u e s t i o n e r r e a l l y 
means. For examp le , i f a s t r a n g e r w a l k s up to 
John on the s t r e e t and a s k s : 

Q l : Do you have a l i g h t ? 
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John would parse t h i s quest ion i n to a conceptu
a l i z a t i o n equivalent to asking: 

Q2: Do you have in your immediate possession 
an ob ject capable of producing a flame? 

If John does not i n t e r p r e t the quest ion any f u r 
ther than t h i s , he could answer: 

This time A4b ind ica tes that Q4 was understood to 
be an Enablement quest ion. A necessary enable
ment fo r dying is being a l i v e . But Q4 should not 
have been in te rp re ted to be asking about the en
abl ing condi t ions f o r dy ing . QA is more reason
ably understood to be asking about the cause of 
John's death: Was it an accident? Was he i l l ? 
Did he k i l l himself? 

A l : Yes, I j u s t got a new l i g h t e r yesterday. 

and then walk away. This sor t of response i n d i 
cates tha t John did not have a complete under
standing of the quest ion. He understood it on a 
p re l im inary l e v e l , but he d id not understand i t 
in terms of what the questioner had intended. 
His m i s i n t e r p r e t a t i o n can be explained as f a u l t y 
Conceptual Categor iza t ion . What John understood 
to be an i nqu i r y deserving a yes or no answer, 
should have been understood as a request deserv
ing a performat ive a c t i o n . The person asking Ql 
d i d n ' t j u s t want to know if John had a l i g h t ; he 
wanted John to o f f e r him a l i g h t ( f l ame) . In 
terms of Conceptual Categories, we would say tha t 
the quest ion should have been in te rp re ted as a 
Funct ional Request ra ther than a V e r i f i c a t i o n 
I n q u i r y . 

I f a quest ion is not categor ized c o r r e c t l y , 
i t w i l l be impossible to produce an appropr iate 
response. 

RIGHT: Q3: How could John take the exam? 
(an Enablement question) 

A3a: He crammed the n ight be fo re , 
(an Enablement answer) 

WRONG: Q3: How could John take the exam? 
(an Enablement question) 

A3b: He took it w i th a pen. 
( Inst rumenta l /Procedura l answer) 

Q3 is asking about the enabl ing condi t ions fo r 
tak ing an exam. In order to take an exam, one 
has to be prepared fo r i t , presumably be a s t u 
dent , and so f o r t h . Q3 suggests tha t the ques
t i one r does not be l ieve John s a t i s f i e d some nec
essary enabl ing cond i t i on . An appropr iate answer 
to Q3 w i l l address t h i s questioned enablement (He 
crammed the n igh t be fo re , or he br ibed an admin
i s t r a t o r ) . A3b does not address the Enablement 
cond i t ions at a l l . A3b answers the quest ion on a 
much lower l e v e l of i n s t r u m e n t a l i t y , i n d i c a t i n g 
tha t the quest ion was understood to be an I n 
st rumental /Procedural question instead of an En
ablement quest ion. 

RIGHT: Q4: How d id John die? 
(Causal Antecedent question) 

A4: He caught the swine f l u . 
(a Causal Antecedent answer) 

WRONG: Q4: How d id John die? 
(Causal Antecedent question) 

A4b: W e l l , f i r s t he was a l i v e , 
(an Enablement answer) 

RIGHT: Q5: How did John get to Spain? 
( Inst rumenta l /Procedural question) 

A5a: He went by p lane. 
( Inst rumenta l /Procedural answer) 

WRONG: Q5: How d id John get to Spain? 
( Inst rumenta l /Procedural question) 

A5b: He wanted to see Madrid. 
(a Causal Antecedent Answer) 

An appropriate answer to Q5 would speci fy the 
t ranspo r ta t i ona l means which was inst rumenta l to 
John's ge t t i ng to Spain (he took a c r u i s e , he 
f l ew , e t c . ) But A5b t e l l s us what caused John to 
go to Spain. A5b answers a Causal Antecedent 
quest ion instead of an Instrumental /Procedural 
quest ion . 

When Q3-5 are represented in Conceptual De
pendency, i t is easy to see which Conceptual 
Category should be assigned to these quest ions. 
In QUALM, parsed conceptual izat ions are run 
through a d i s c r i m i n a t i o n net which assigns a 
Conceptual Category to each quest ion. But Con
ceptual Categor izat ion does not cons t i t u te com
p le te understanding of a quest ion. Each concep
t u a l quest ion i s subject to fu r the r i n t e r p r e t i v e 
processing before a memory search f o r an answer 
can begin . 

3. INFERENTIAL ANALYSIS 

Complete understanding of a quest ion o f ten 
involves inferences in add i t i on to Conceptual 
Ca tegor iza t ion . When i n t e r p r e t a t i o n of a ques
t i o n does not inc lude analys is by in fe rence , 
answers may be produced which are t echn i ca l l y 
c o r r e c t , but completely useless. Suppose John is 
mixing cake ba t te r and he asks h is w i f e : 

Q6: Now what haven' t I added? 
A6: A pound of dog hai r and an a i r f i l t e r . 

She's probably r i g h t ; he probably d i d n ' t add a 
pound of dog ha i r and an o i l f i l t e r . But her 
answer is inappropr ia te because John was " o b v i 
ous ly" asking fo r what he hadn' t added tha t he 
should have added. The i n t en t of t h i s quest ion 
is obvious only when an i n t e r p r e t i v e in ference 
mechanism can be invoked to supply an i m p l i c i t 
c o n s t r a i n t . There is an e n t i r e c lass of ques
t ions tha t requ i re the same type of i n f e r e n t i a l 
ana l ys i s : 

Q7: Who i s n ' t here? 
(Who i s n ' t here who should be here?) 

Q8: What d id I f o rge t to buy? 
(What d i d n ' t I buy tha t 1 should have?) 
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In each of these quest ions, an inference must be 
made that spec i f i es appropr ia te cons t ra in ts f o r 
p o t e n t i a l answers. When Q7 is asked by a pro
fessor upon enter ing h i s c l ass , appropr ia te an
swers re fe r to members of the c l ass . When Q8 is 
asked in the context of shopping fo r a dinner 
p a r t y , appropr ia te answers re fe r to those th ings 
t ha t are needed fo r d inner . 

The Universal Set In ference, a general i n 
ference mechanism, is needed fo r questions of 
t h i s c l ass . This mechanism examines the context 
of a quest ion and determines appropr iate con
s t r a i n i n g f a c t o r s . But before t h i s mechanism can 
be invoked, some process must be responsible fo r 
recogniz ing which questions requ i re t h i s p a r t i c 
u la r in ference mechanism. The Universal Set I n 
ference should not be summoned fo r questions 
l i k e : 

Q9: Who is coming to your party? 
Q10: I s n ' t t h i s the book you wanted? 

The successful app l i ca t i on of an i n t e r p r e t i v e 
in ference mechanism r e l i e s on the a b i l i t y to know 
when that mechanism is needed. This is one way 
Conceptual Categor izat ion is e x p l o i t e d . One of 
the t h i r t e e n Conceptual Categories is the c lass 
of Concept Completion quest ions. These cor res 
pond roughly to f i l l - i n - t h e - b l a n k quest ions. 
During the i n t e r p r e t a t i o n of a ques t ion , the 
Universal Set Inference is appl ied i f and only 
i f : 

(1) the question is categorized as 
a Concept Completion quest ion, and 

(2) the conceptual quest ion has MODE - NEG 

Q6-8 each s a t i s f y these requirements. While the 
l e x i c a l statement of Q8 does not appear to be 
negated, the conceptual representat ion fo r Q8 is 
equivalent to asking "What d i d n ' t I remember to 
buy?" which is encoded as an MTRANS w i t h negat ive 
MODE. Q9 is a Concept Completion quest ion but it 
f a i l s to meet the c r i t e r i a because i t has a 
non-negative MODE. Q10 f a i l s because it is a 
V e r i f i c a t i o n quest ion instead of a Concept Com
p l e t i o n quest ion. 

A usefu l system of ca tegor i za t ion w i l l p ro 
v ide simple tes t c r i t e r i a fo r inference mechan
isms of the so r t j u s t descr ibed. D i f f e r e n t 
questions requ i re d i f f e r e n t processing. A st rong 
ca tegor i za t ion system can recognize which pro
cesses are required fo r a given quest ion and 
d i c t a t e subsequent processing accord ing ly . 

±1. CONTEXT-SENSITIVE INTERPRETATION 

In the l a s t sect ion we claimed tha t one 
general in ference mechanism, the Universal Set 
In fe rence, could be invoked to es tab l i sh appro
p r i a t e cons t ra in ts on Concept Completion ques
t i ons w i th MODE - NEG. This in ference mechanism 
r e l i e s on the context in which questions are 
asked. 

Q7: Who i s n ' t here? 

requi res contextual in fo rmat ion tha t i m p l i c i t l y 
spec i f i es who should be here. If t h i s quest ion 
is asked by a professor in a c l ass , it means 
"Which of my students a r e n ' t here?" I f i t is 
asked by a host at a pa r t y , it means "Who I s n ' t 
here who was i n v i t e d ? " Without contextual i n f o r 
mat ion, i t is impossible to know what i m p l i c i t 
cons t ra in ts are appropr ia te . 

Speci f ic cons t ra in ts on questions can be 
der ived from whatever s c r i p t s [Schank & Abelson 
'77] are a c t i v e l y operat ing in a given con tex t . 
When a sc r i p t is a c t i v e , i t s sc r i p t - de f i ned ro les 
and ro le i n s t a n t i a t i o n s [Cu l l i ng fo rd '77] d e l i n 
eate the un iversa l set these questions i m p l i c i t l y 
re ference. 

The Universal Set Inference 

Question Category: Concept Completion 
Question C r i t e r i a : MODE value - NEG 
Contextual C r i t e r i a : there is an ac t i ve s c r i p t 

I f these test c r i t e r i a are s a t i s f i e d , i n t e r p r e 
t i v e cons t ra in ts are imposed by those ro les de
f ined in the ac t i ve s c r i p t ( s ) . 

s c r i p t a l cons t ra in ing 
quest ion context ro les 

Who i s n ' t here? par ty guests 
What d i d n ' t I add? cooking ingred ients 
Who hasn ' t bid? br idge game br idge players 

Many questions must be understood in terms of 
t h e i r surrounding context . I t i s there fore c r u 
c i a l to be able to character ize contextual i n 
format ion in terms of general knowledge s t r uc 
tures (Schank & Abelson '77) so that general i n 
t e r p r e t i v e inference mechanisms can be designed 
which are sens i t i ve to context wi thout being 
c o n t e x t - s p e c i f i c . That i s , a con tex tua l l y sen
s i t i v e processing mechanism should be app l i cab le 
in d i f f e r e n t con tex ts . A theory of quest ion 
answering that needs to propose a new set of 
processing s t ra teg ies fo r each new context en
countered is not much of a theory. 

5. CONTENT SPECIFICATION 

Once a quest ion has been s u f f i c i e n t l y un
derstood, r e t r i e v a l processes can begin to look 
f o r an answer. The f i r s t par t of the r e t r i e v a l 
process decides how much of an answer is needed. 
Consider the fo l l ow ing s to ry : 

John went to a restaurant and the hostess 
gave him a menu. When he ordered a hot dog 
the wai t ress said they d i d n ' t have any. So 
John ordered a hamburger ins tead . But when 
the hamburger came, it was so burnt tha t 
John l e f t . 

I f asked: 
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Ql4: Did John eat a hot dog? 

There are many poss ib le answers. When SAM reads 
t h i s s t o r y , SAM can answer Q14 three d i f f e r e n t 
ways: 

A14a: No. 
A14b: No, the w a i t r e s s t o l d John they d i d n ' t 

have any h o t d o g s . 
A l 4 c : No, t h e w a i t r e s s t o l d John they d i d n ' t 

have any h o t dogs and so John o r d e r e d 
a hamburger . 

These answers a r e a l l d i f f e r e n t i n terms o f t h e 
amount o f i n f o r m a t i o n t hey convey . i n f a c t , 
answers can v a r y n o t o n l y i n te rms o f t h e i r r e l 
a t i v e c o n t e n t , b u t i n terms o f t h e k i n d o f c o n 
t e n t t hey commun ica te . For examp le , i f Q14 had 
been answered " Y e s , " i n the c o n t e x t o f our s t o r y 
where John d i d n ' t e a t a ho t d o g , t h e n the c o n t e n t 
o f t h i s answer wou ld be d e s c r i b e d as w r o n g . 

The d e c i s i o n - m a k i n g p rocesses t h a t d e t e r m i n e 
what k i n d o f an answer s h o u l d be r e t u r n e d a re 
p a r t o f Con ten t S p e c i f i c a t i o n . Con ten t S p e c i f i 
c a t i o n t akes i n t o accoun t the Concep tua l Ca tego ry 
o f each q u e s t i o n and i n t e n t i o n a l i t y f a c t o r s t h a t 
d e s c r i b e the " a t t i t u d i n a l " mode o f t h e e n t i r e 
sys tem in o r d e r to d e t e r m i n e how a q u e s t i o n 
s h o u l d be answered . A sys tem of d e s c r i p t i v e 
i n s t r u c t i o n s a r e produced b y Con ten t S p e c i f i c a 
t i o n t o i n s t r u c t and g u i d e memory r e t r i e v a l p r o 
cesses as t hey l o o k f o r an answer . 

The p r i m a r y c h a l l e n g e i n v o l v e d i n Con ten t 
S p e c i f i c a t i o n i s p r e c i s e l y how these i n s t r u c t i o n s 
t o memory r e t r i e v a l a re f o r m a l i z e d . I t i s n o t 
enough to say " g i v e a m i n i m a l l y c o r r e c t a n s w e r , " 
o r " b r i n g i n e v e r y t h i n g you can f i n d t h a t ' s r e l 
e v a n t . " The i n s t r u c t i o n s g e n e r a t e d b y Con ten t 
S p e c i f i c a t i o n must t e l l the r e t r i e v a l h e u r i s t i c s 
e x a c t l y how to p roduce a m i n i m a l l y c o r r e c t answer 
and e x a c t l y what has to be done to do to come up 
w i t h e v e r y t h i n g t h a t ' s r e l e v a n t . 

One t ype o f Con ten t S p e c i f i c a t i o n mechanism 
t h a t g u i d e s r e t r i e v a l h e u r i s t i c s a r e E l a b o r a t i o n 
O p t i o n s . Each E l a b o r a t i o n O p t i o n has f o u r p a r t s : 
a n i n t e n t i o n a l i t y T h r e s h o l d , a Q u e s t i o n C r i t e r 
i o n , a n I n i t i a l Answer C r i t e r i o n , and E l a b o r a t i o n 
I n s t r u c t i o n s . I n t e n t i o n a l i t y r e f e r s t o v a r i a b l e s 
w i t h i n the system t h a t a r e s e t w i t h s u g g e s 
t i v e l y - n a m e d v a l u e s l i k e " t a l k a t i v e , " " c o o p e r a 
t i v e , " " m i n i m a l l y r e s p o n s i v e , " e t c . The i n t e n 
t i o n a l i t y T h r e s h o l d s p e c i f i e s what s o r t o f I n 
t e n t i o n a l i t y must b e a s s i g n e d t o the sys tem i n 
o r d e r f o r a n E l a b o r a t i o n O p t i o n t o b e a t t a c h e d t o 
t h e q u e s t i o n . The Q u e s t i o n C r i t e r i o n d e s c r i b e s 
what Concep tua l Ca tego ry must be a s s i g n e d to the 
q u e s t i o n i n o r d e r f o r i t t o r e c e i v e the E l a b o r a 
t i o n O p t i o n . I f e i t h e r the I n t e n t i o n a l i t y o f t h e 
sys tem o r the Concep tua l Ca tego ry o f t h e q u e s t i o n 
f a i l t o meet the s p e c i f i c a t i o n s o f t h e I n t e n 
t i o n a l i t y T h r e s h o l d and the Q u e s t i o n C r i t e r i o n , 
t h e n the E l a b o r a t i o n O p t i o n i s n o t u s e d . The 
Answer C r i t e r i o n s p e c i f i e s t h e t ype o f c o n c e p t u a l 
answer w h i c h t h e memory s e a r c h must i n i t i a l l y 
r e t u r n i n o r d e r f o r the E l a b o r a t i o n O p t i o n t o b e 

e x e c u t e d . And t h e E l a b o r a t i o n I n s t r u c t i o n s 
s p e c i f y e x a c t l y how a n e l a b o r a t i o n i s t o b e e x 
t r a c t e d f r om memory and i n t e g r a t e d i n t o the c o n 
c e p t u a l answer . 

To see e x a c t l y how an E l a b o r a t i o n O p t i o n 
w o r k s , w e w i l l d i s c u s s one o f t h e s i m p l e r E l a b 
o r a t i o n O p t i o n s t h a t has been implemented i n 
QUALM. Cons ide r the f o l l o w i n g s t o r y : 

John went to New York by b u s . On the bus 
he t a l k e d to an o l d l a d y . When he l e f t t he 
b u s , he thanked the d r i v e r . He t o o k t h e 
subway to L e o n e ' s . On the subway h i s 
p o c k e t was p i c k e d . He g o t o f f t h e t r a i n 
and e n t e r e d L e o n e ' s . He had some l a s a g n a . 
When the check came, he d i s c o v e r e d he 
c o u l d n ' t pay . The management t o l d him he 
wou ld have to wash d i s h e s . When he l e f t , 
he caugh t a bus to New Haven. 

A f t e r r e a d i n g t h i s s t o r y SAM a n s w e r s : 

Q15: D id John go to New York? 
A15: Yes , John went to New York by b u s . 
Q16: D id John ea t? 
Alb : Yes, John ate lasagna. 
Q l 7 : D id someone p i c k J o h n ' s pocket? 
A17: Yes , a t h i e f p i c k e d J o h n ' s p o c k e t . 
Q18: Did John pay the check? 
A18: Yes, John paid the b i l l . 

These are answers SAM gives when it has a t a l k a 
t i v e I n t e n t i o n a l i t y . If SAM were running w i th a 
less than t a l k a t i v e I n t e n t i o n a l i t y , each of these 
questions would have been answered w i th a simple 
"Yes. " The longer answers (A15-18) are the r e s u l t 
of the V e r i f i c a t i o n Opt ion. This is a very 
simple E laborat ion Option which is def ined as 
f o l l o w s : 

The V e r i f i c a t i o n Option 

I n t e n t i o n a l i t y Threshold: Ta lka t i ve 
Question Category: V e r i f i c a t i o n 
Answer C r i t e r i o n : i n i t i a l answer is Yes 
Elaborat ion I n s t r u c t i o n s : 

f i n a l conceptual answer is "Yes, *X* " 
where *X* is the conceptua l iza t ion 
found in the s tory representat ion 
tha t matches the quest ion concept. 

The r e t r i e v a l h e u r i s t i c s f o r a V e r i f i c a t i o n 
q u e s t i o n sea rch the s t o r y r e p r e s e n t a t i o n f o r a 
c o n c e p t u a l i z a t i o n m a t c h i n g the c o n c e p t u a l ques 
t i o n . I f i t f i n d s a m a t c h , t h e i n i t i a l answer i s 
Yes . A c o n c e p t u a l i z a t i o n f rom the s t o r y r e p 
r e s e n t a t i o n d o e s n ' t have t o c o r r e s p o n d t o the 
q u e s t i o n concep t e x a c t l y i n o r d e r t o match i t ; 
i t may c o n t a i n more i n f o r m a t i o n t han the q u e s t i o n 
c o n c e p t . T h i s i s why A15-17 appear t o v o l u n t e e r 
i n f o r m a t i o n . A15 t e l l s how John went to New 
Y o r k , A16 says what John a t e , and A17 a s s e r t s who 
s t o l e J o h n ' s w a l l e t . 
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6. FINDING AN ANSWER memory p r o c e s s c a l l e d ghos t p a t h g e n e r a t i o n . 

R e t r i e v a l h e u r i s t i c s v a r y f o r each Concep
t u a l C a t e g o r y o f q u e s t i o n s . A number o f i n t e r 
e s t i n g p rob lems a r i s e i n d e s i g n i n g p rocesses t h a t 
e x t r a c t i n f o r m a t i o n f rom memory. W e w i l l b r i e f l y 
o u t l i n e t h r e e such p rob lems w h i c h r e f l e c t the 
scope and d e p t h o f t h e d i f f i c u l t i e s i n v o l v e d . 

6 . 1 I n t e g r a t i v e Memory P r o c e s s i n g 

E x p e c t a t i o n a l q u e s t i o n s a r e i n t e r e s t i n g be 
cause they canno t be answered on the b a s i s of a 
s t o r y r e p r e s e n t a t i o n a l o n e . E x p e c t a t i o n a l ques 
t i o n s c o r r e s p o n d r o u g h l y t o w h y - n o t q u e s t i o n s . 
These q u e s t i o n s r e q u i r e " i n t e g r a t i v e " memory 
p r o c e s s i n g . The te rm i n t e g r a t i o n i s v e r y o f t e n 
used i n the c o n t e x t o f a d d i n g new i n f o r m a t i o n t o 
memory. A s i n g l e u n i t o f i n f o r m a t i o n i s " i n t e 
g r a t e d " i n t o a l a r g e r memory s t r u c t u r e . But i n 
t h e c o n t e x t o f r e t r i e v i n g i n f o r m a t i o n f rom mem
o r y , a n i n t e g r a t i v e p rocess i s one wh i ch combines 
i n f o r m a t i o n f rom d i f f e r e n t sou rces t o p roduce new 
i n f o r m a t i o n . 

A f t e r r e a d i n g the b u r n t - h a m b u r g e r s t o r y , SAM 
a n s w e r s : 

Q19: Why d i d n ' t John ea t a h o t dog? 
A19: Because the w a i t r e s s t o l d John they 

d i d n ' t have any h o t d o g s . 
Q20: Why d i d n ' t John e a t the hamburger? 
A20: Because the hamburger was b u r n t . 

These q u e s t i o n s a re answered by an i n t e g r a t i v e 
p r o c e s s t h a t combines t h e s t o r y r e p r e s e n t a t i o n 
w i t h p r e d i c t i v e mechanisms i n o r d e r t o r e c o n 
s t r u c t e x p e c t a t i o n s t h a t were a l i v e a t some t ime 
d u r i n g the u n d e r s t a n d i n g p r o c e s s . When John o r 
de red a ho t dog we had an e x p e c t a t i o n t h a t he 
wou ld ea t a h o t dog u n t i l we heard t h e r e were 
none . When John o r d e r e d a hamburger we expec ted 
him to e a t a hamburger u n t i l we heard t h a t the 
hamburger was b u r n t and John j u s t l e f t . Expec
t a t i o n a l q u e s t i o n s ask about e x p e c t a t i o n s w h i c h 
were a roused a t some p o i n t d u r i n g the u n d e r 
s t a n d i n g p r o c e s s and t h e n s u b s e q u e n t l y v i o l a t e d 
by an unexpec ted t u r n of e v e n t s . Had we asked 
"Why d i d n ' t John swim a c r o s s the l a k e ? " the 
q u e s t i o n wou ld seem u n r e a s o n a b l e s i n c e we never 
had any e x p e c t a t i o n s about John g o i n g swimming or 
c r o s s i n g a l a k e . 

The t h e o r i e s o f memory r e p r e s e n t a t i o n i m 
p lemented in SAM and PAM adhe re to the p remise 
t h a t a s t o r y r e p r e s e n t a t i o n s h o u l d encode i n f o r 
m a t i o n about t h i n g s t h a t happened i n the s t o r y . 
T h i s i n c l u d e s i n f e r e n c e s abou t t h i n g s t h a t p r o b 
a b l y o c c u r r e d ( b u t w e r e n ' t e x p l i c i t l y men t i oned ) 
a s w e l l a s c o n c e p t u a l i z a t i o n s f o r even ts t h a t 
were e x p l i c i t l y d e s c r i b e d i n the i n p u t s t o r y . 
But E x p e c t a t i o n a l q u e s t i o n s ask abou t t h i n g s t h a t 
d i d n ' t happen . To answer an E x p e c t a t i o n a l ques 
t i o n , we must use the same p r e d i c t i v e p rocesses 
used d u r i n g s t o r y u n d e r s t a n d i n g t o r e c o n s t r u c t 
f a i l e d e x p e c t a t i o n s w h i c h were a l i v e a t some t i m e 
d u r i n g u n d e r s t a n d i n g . The r e c o n s t r u c t i o n o f 
f a i l e d e x p e c t a t i o n s i s a c h i e v e d b y a n i n t e g r a t i v e 

The g e n e r a t i o n o f g h o s t pa ths c a n n o t be 
f u l l y u n d e r s t o o d w i t h o u t a f u n d a m e n t a l u n d e r 
s t a n d i n g o f s c r i p t a p p l i c a t i o n [ see C u l l i n g f o r d 
' 7 7 ] . But some sense of what goes on s h o u l d be 
a p p a r e n t f r om the f o l l o w i n g d i a g r a m . I n t h i s 
d i a g r a m , t h e c h a i n o f e v e n t s i n the c e n t e r c o r 
responds v e r y r o u g h l y t o i n f o r m a t i o n i n t he s t o r y 
r e p r e s e n t a t i o n t h a t SAM g e n e r a t e d a t t he t i m e i t 
r ead the b u r n t - h a m b u r g e r s t o r y . The two c h a i n s 
on e i t h e r s i d e c o r r e s p o n d t o the two g h o s t pa ths 
needed to answer Qi9 and Q20. 

John e n t e r s 
r e s t a u r a n t 

6. 2 Answer SejLejrt^iqn 

W h i l e E x p e c t a t i o n a l q u e s t i o n s a r e i n t e r e s 
t i n g because they canno t be answered on the b a s i s 
o f a s t o r y r e p r e s e n t a t i o n a l o n e , t h e r e a r e many 
q u e s t i o n s t h a t d o n o t need i n f o r m a t i o n o u t s i d e o f 
t h e s t o r y r e p r e s e n t a t i o n w h i c h a r e s t i l l d i f f i 
c u l t t o answer . Causa l An teceden t q u e s t i o n s a r e 
c o m p l i c a t e d i n t h i s r e s p e c t . A Causa l A n t e c e d e n t 
q u e s t i o n i s one w h i c h asks f o r the r e a s o n b e h i n d 
a n e v e n t . A f t e r r e a d i n g the L e o n e ' s s t o r y , c o n 
s i d e r the f o l l o w i n g answers ; 

Q21: Why d i d John wash d i s h e s ? 
A21a: Because he c o u l d n ' t pay t h e c h e c k . 
A21b: Because he had no money. 
A21c: Because he had been p i c k p o c k e t e d on the 

subway. 

SAM answers Q21 "Because he had no money . " But is 
t h i s t h e b e s t answer o f t h e t h ree? What f a c t o r s 
d e t e r m i n e the s u p e r i o r i t y o f one answer ove r a n 
o t h e r ? 
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E f f e c t i v e answer s e l e c t i o n e n t a i l s mak ing 
a s s u m p t i o n s abou t what the q u e s t i o n e r knows. 
Anyone who asks Q21 can be assumed to know t h a t 
John washed d i s h e s . I f we go on to assume t h a t 
t h e q u e s t i o n e r knows two more t h i n g s : ( 1 ) John 
washed d i s h e s in a r e s t a u r a n t , and ( 2 ) wash ing 
d i s h e s i n a r e s t a u r a n t i s c l a s s i c a l l y what h a p 
pens when someone e a t s and then c a n ' t pay , t h e n 
t h e q u e s t i o n e r can i n f e r : (3 ) John c o u l d n ' t pay 
t h e c h e c k . I f t h e q u e s t i o n e r can f i g u r e o u t f o r 
h i m s e l f t h a t John c o u l d n ' t pay t h e check t h e n 
A21a does n o t t e l l h im a n y t h i n g he d o e s n ' t know 
to b e g i n w i t h . A good answer must t a k e i n t o a c 
c o u n t what the q u e s t i o n e r does and d o e s n ' t know, 
and address t h e knowledge s t a t e o f t h e q u e s t i o n e r 
by t e l l i n g him someth ing new. 

A21b is a weak answer f o r the same reasons 
t h a t A 2 l a was weak. I f someone knows t h a t John 
c o u l d n ' t pay a c h e c k , t h e y can r e a s o n a b l y i n f e r 
t h a t John d i d n ' t have (enough) money. Both i n 
f e r e n c e s : 

1 ) John c o u l d n ' t pay t he c h e c k . 
2 ) John d i d n ' t have any money. 

can be made by t h e q u e s t i o n e r on the b a s i s o f 
g e n e r a l w o r l d knowledge and knowing t h a t John 
washed d i s h e s i n a r e s t a u r a n t . But t h e r e i s no 
way t h e q u e s t i o n e r can i n f e r t h a t John was p i c k -
p o c k e t e d o n the subway w i t h o u t a d d i t i o n a l k n o w l 
edge o f t h e s t o r y . T h e r e f o r e A21c i s t h e b e s t 
answer to Q21 as l o n g as we assume the q u e s t i o n e r 
has knowledge about t he w o r l d and can make i n 
f e r e n c e s o n the b a s i s o f t h a t know ledge . 

I f we assumed t h a t t he q u e s t i o n e r knew n o 
t h i n g about r e s t a u r a n t s , A21a wou ld be the b e s t 
answer . I f we assumed t h a t t he q u e s t i o n e r knew 
abou t r e s t a u r a n t s b u t d i d n ' t u n d e r s t a n d about 
p a y i n g f o r t h i n g s , A21b wou ld be the b e s t answer . 
I t i s i m p o s s i b l e t o j u d g e v a r i o u s answers t o a 
q u e s t i o n w i t h o u t knowing ( o r assuming) someth ing 
abou t t he p e r s o n b e i n g a d d r e s s e d . 

6 .3 C o n c e p t u a l O r g a n i z a t i o n o f Knowledge 

When peop le answer q u e s t i o n s , t h e i r answers 
somet imes t e l l us someth ing about t he f o rm and 
o r g a n i z a t i o n o f c o n c e p t u a l i n f o r m a t i o n i n human 
memory. For examp le , c o n s i d e r the f o l l o w i n g 
s t o r y : 

John was s i t t i n g in a d i n i n g c a r . When the 
t r a i n j e r k e d , t h e soup s p i l l e d . 

Suppose we a s k : 

Q22: Where was the soup? 

This is a s p e c i f i c a t i o n quest ion that can be an
swered a number of ways. Two common answers a re : 

A22a: In a bowl . 
A22b: On the t a b l e . 

A much less na tu ra l answer would be: 

A22c: On a p l a t e . 

A22c seems to be very odd answer which conjures 
up an image of a soup puddle on a p l a t e . This is 
not the scene most people env is ion when hearing 
the s t o r y . Most people imagine the soup in a 
bowl on a p la te on a t a b l e . 

The acceptable and unacceptable answers to 
Q22 t e l l us something about human memory o rgan i 
z a t i o n . It never occurs to people to answer "On 
a p l a t e . " Furthermore, when t h i s answer is given 
it provokes a wrong image of soup res t i ng d i 
r e c t l y on a p l a t e . But "On the t a b l e , " is a 
na tu ra l answer. Why is i t that "On a p l a t e , " is 
a bad answer but "On the t a b l e , " is p e r f e c t l y 
reasonable? The soup does not rest d i r e c t l y on 
the tab le any more than it res ts d i r e c t l y on a 
p l a t e . Why is it acceptable in one case but not 
the other? This phenomenon must be accounted fo r 
in terms of memory o rgan iza t ion . 

When people hear t h i s s tory they assume a 
causa l i t y between the t r a i n j e r k i n g and the soup 
s p i l l i n g . ( I f asked "Why d id the soup s p i l l ? " 
people w i l l answer "Because the t r a i n moved.") 
This causa l i t y r e l i e s on the fac t that the soup 
is phys i ca l l y connected to the t r a i n in some way. 
This physical connection can only be recognized 
by const ruc t ing a path of phys ica l objects be
tween the soup and the t r a i n . This path of con
nect ions must be accessed In order to answer Q22. 
If a path is constructed the same way people 
b u i l d one, i t w i l l be easy to r e t r i e v e answers to 
Q22 tha t seem n a t u r a l . If the path is b u i l t 
d i f f e r e n t l y , we may end up wi th an answer l i k e 
A22c. 

Suppose we const ruct a path l i k e the f o l l o w i n g : 

A BAD PATH: soup ( i n s i d e - o f ) 
bowl (on- top-o f ) 
p la te (on- top-o f ) 
t ab lec lo th (on- top-o f ) 
tab le (on- top-o f ) 
f l o o r ( i n s i d e - o f ) 
d in ing car ( p a r t - o f ) 
t r a i n 

With t h i s memory representat ion i t is not c lear 
how we can ex t rac t the answers A22a and A22b 
wi thout also ge t t i ng answers l i k e "On a p l a t e , " 
or "On a t a b l e c l o t h . " There is nothing in t h i s 
memory representat ion that t e l l s us where the 
good answers a re . What we need is a memory rep
resenta t ion that makes it easy to f i n d a bowl and 
a t ab le but hard to r e t r i e v e a p l a t e . 

A BETTER PATH: soup ( i n s i d e - o f ) 
bowl ( p a r t - o f ) 
p laceset t ing ( p a r t - o f ) 
t ab lese t t i ng (on- top-o f ) 
tab le ( p a r t - o f ) 
d in ing area ( p a r t - o f ) 
d in ing car ( p a r t - o f ) 
t r a i n 
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This path suggests a very simple r e t r i e v a l heur
i s t i c to produce the answers A22a and A22b: 
t race the path looking for objects which are 
connected by e i t he r " i n s i d e - o f " or "on- top-o f " 
l i n k s . 

The c loser a memory representat ion is to 
human memory o rgan iza t i on , the easier it w i l l be 
to produce answers that make sense to people. A 
system of memory representat ion for physical ob
j e c t s has been proposed [Lehnert '77] which is 
designed to f a c i l i t a t e inference and r e t r i e v a l 
problems of the sor t j u s t descr ibed. Conceptual 
descr ip t ions of objects in t h i s system are based 
on decompositions in to a set of seven object 
p r i m i t i v e s in much the same way that Conceptual 
Dependency [Schank '75] describes act ions by de
composing them in to a set of p r i m i t i v e ac t s . 

7. CONCLUSIONS 

The o v e r a l l question answering process can 
be i n t u i t i v e l y approached in two stages: under
standing the quest ion ( i n t e r p r e t a t i o n ) and f i n d 
ing an answer (memory r e t r i e v a l ) . Each of these 
stages is l i kewise d iv ided in to two pa r t s : 

INTERPRETATION: 
[1] Conceptual Categor izat ion 
[2] I n f e r e n t i a l Analysis 

MEMORY RETRIEVAL: 
[3] Content Spec i f i ca t i on 
[4] Searching Heur is t i cs 

[1] Conceptual Categor izat ion guides the subse
quent processing by d i c t a t i n g which spec i f i c i n 
ference mechanisms, e labora t ion op t ions , and re 
t r i e v a l h e u r i s t i c s should be invoked in the 
course of answering a quest ion. 

[2] I n f e r e n t i a l Analysis is responsib le fo r un
derstanding what the questioner r e a l l y meant when 
a quest ion should not be taken l i t e r a l l y . 

[3] Content Spec i f i ca t i on determines how much of 
an answer should be returned in terms of d e t a i l 
and e labora t ions . 

[4] Searching Heur is t i cs do the actua l d igging in 
order to ex t rac t an answer from memory. 

A l l of the processes w i t h i n these four phases are 
spec i f i c to quest ion answering per se and are 
language-independent, operat ing w i t h i n a concep
tua l representat ion system. 

QUALM represents a theory of quest ion ans
wering which is motivated by theor ies of na tu ra l 
language processing. Wi th in the context of s tory 
understanding, QUALM has provided a concrete 
c r i t e r i o n for judging the strengths and weaknes
ses of s tory representat ions generated by SAM and 
PAM. If a system understands a s t o r y , it should 
be able to answer questions about that s tory in 
the same way tha t people do. Although the com
puter implementation of QUALM is cu r ren t l y 

l i m i t e d to the app l i ca t i on of answering quest ions 
about s t o r i e s , the theo re t i ca l model [Lehnert 
'77] goes beyond t h i s p a r t i c u l a r contex t . As a 
t h e o r e t i c a l model QUALM is intended to descr ibe 
general question answering, where quest ion an
swering in i t s most general form Is viewed as a 
verbal communication device between people. 

While many of QUALM's quest ion answering 
techniques are designed fo r answering questions 
about s t o r i e s , QUALM is not l i m i t e d to s t o r i e s 
about a spec i f i c content domain. QUALM is ap
p l i c a b l e to any s to ry that can be understood in 
terms of s c r i p t s and plans [Schank & Abelson 
' 7 7 ] . This l i m i t a t i o n i s not c o n t e n t - s p e c i f i c ; 
i t is dependent on the general knowledge s t r uc 
tures that are used in tex t understanding. When 
new s c r i p t s and plans are added to the knowledge 
base fo r SAM and PAM, questions can be answered 
about s to r i es using t h i s new knowledge wi thout 
any add i t i ona l a l t e r a t i o n s to QUALM. 
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