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This paper discusses the need in a na tura l 
language understanding system fo r a model of the 
speaker and of the conversat ion process i t s e l f . 
Most current programs use models of the domain of 
discourse to supply the knowledge necessary to 
understand what is being ta lked about. (See, 
e . g . , Schank[1973] or Charmak[ 1972 J. ) For 
example, Schank's system might contain a 
res taurant " s c r i p t " , l i s t i n g a l l o f the act ions 
one normally does at a res taurant , from enter ing 
and being seated to paying the check and leav ing . 
Such systems appear to be based on the idea that 
na tu ra l language tex ts are mostly asser t ions about 
the domain of d iscourse, and can be mapped i n t o 
add i t ions to a data base invo l v ing t h i s domain. 
However, examination of rea l English tex ts 
suggests that much of it has other purposes. 

Consider the fo l l ow ing example, taken more or less 
at random from the 27 May 1977 issue of the 
Ch r i s t i an Science Moni tor : "As the f i r s t heat 
waves r o l l in and Good Humor t rucks j i n g l e for 
customers, a most s t i c ky question is being 
thrashed out in the back h a l l s of government: 
What is ice cream?" As a f i r s t approximation, we 
may say tha t t h i s is mostly an exercise in w i t . 
One pales at the thought of an A . I . program 
churning away on i t , b r ing ing out the associat ion 
between ice cream sales and hot weather, and 
r e t r i e v i n g the var ious fac ts needed to understand 
Good Humor's marketing s t ra tegy . This passage is 
intended somehow to impress the reader, but not to 
be t rans la ted d i r e c t l y i n t o en t r i es in h is "world 
model" in the same way as more prosaic parts of 
the s to ry . 

Another k ind of problem shows up in the fo l l ow ing 
d i a l o g , given by Schank[1973, p. 189]: 

[John meets h i s f r i e n d Fred on the s t r e e t . 
Fred is ho ld ing a k n i f e . . . . ] 

John: I could use a kn i f e r i g h t now. 
[ag i ta ted tone] 

Fred: What's the matter? 
John: Damn Mary, always on my back. S h e ' l l 

be so r ry . 
Fred: I don ' t th ink a k n i f e w i l l help you. 

The ac tua l subject matter of the conversation is 
never e x p l i c i t l y mentioned. I t i s John's 
r h e t o r i c a l t h rea t to use a k n i f e on Mary. 
Nevertheless tha t t h rea t is so c l e a r l y i m p l i c i t in 
the d ia log tha t the l a t t e r may be considered to 
conta in a sor t of conceptual anaphoric reference 
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to i t . This sor t o f undertone i s , o f course, fa r 
more prevalent in conversation than in newspaper 
a r t i c l e s . Indeed there seems to be a tendency in 
conversation to mention any sens i t i ve top ic only 
by i n d i r e c t or ambiguous language. 

Let us consider what inferences would be needed to 
process the d ia log above. S u p e r f i c i a l l y , " I could 
use a kn i f e r i g h t now" is a simple f a c t . However 
such a statement is usual ly intended as a request. 
In t h i s case, i t is not a ser ious request, but 
ra ther an expression of John's a g i t a t i o n . 
Presumably the tone of voice is what al lows Fred 
to r e a l i z e t h i s . With t h i s understanding, "What's 
the matter?" is not r e a l l y asking what John wants 
the kn i f e f o r , which mxght be the i n t e r p r e t a t i o n 
in other contexts . Instead i t re fe rs to whatever 
has upset John, and is r e a l l y Just a sympathetic 
encouragement to go on. Thus "Damn Mary, always 
on my back" is not the non sequi tur it might 
appear to be. It is what John intended to say 
o r i g i n a l l y , i f he got a sympathetic response. 
" S h e ' l l be sor ry " is the most d i f f i c u l t pa r t . I t 
must f i r s t be recognized as a t h rea t . Then it 
must be connected wi th the k n i f e , which makes the 
content of the th rea t c lea r . F i n a l l y , in the 
context of t h i s d iscuss ion, the th rea t must be 
recognized as only r h e t o r i c a l . 

We propose that a more complete analys is be done 
of the ways tha t readers and hearers use 
ut terances. We suspect that in a t y p i c a l passage, 
much of the t ex t serves to d i r ec t a t t en t i on and 
otherwise con t ro l the course of the i n t e r a c t i o n 
between the speaker and l i s t e n e r . Ac tua l l y , 
e x i s t i n g programs have mechanisms that are 
re levant to the sor t of processing we have in 
mind. These programs "exp la in " observed act ions 
by f i t t i n g them i n t o known pat terns and i n f e r r i n g 
motives fo r the ac to rs . (See, fo r example, 
Schmidt and Sndharan[ 1977].) However such a 
system must be appl ied to exp la in ing what the 
speaker is doing, as wel l as what is going on in 
the domain he is t a l k i n g about. It must also have 
a va r i e t y of ways to respond to an ut terance, 
other than t r e a t i n g it as data to be added to 
memory. 
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