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Abst rac t 

The use of a semantic network to a id in the 
deduct ive search process of a Question-Answering 
System is descr ibed. The semantic network is 
based on an adaptat ion of the p red ica te ca l cu lus . 
I t makes a v a i l a b l e user -supp l ied , domain-dependent 
i n fo m a t ion so as to permit semantic data to be 
used dur ing the search process. 

Three ways are discussed in which semantic 
in fo rmat ion may be used. These are: 
(a) To apply semantic in fo rmat ion dur ing the 

pat tern-matching process. 
(b) To apply semantic well-formedness tes ts to 

query and data i npu ts . 
(c) To determine when subproblems are f u l l y -

solved ( i . e . , they have no so lu t ions other 
than a f i x e d , f i n i t e number). 

An example is provided which i l l u s t r a t e s the 
use of a semantic network to perform each of the 
above func t i ons . 

1 . I n t roduc t i on 

Semantic Networks have been used p r i m a r i l y 
in na tu ra l language app l i ca t i ons to help disam
biguate sentences and to understand na tu ra l 
language t e x t . In t h i s paper we consider the use 
of a semantic network to a id in the deduct ive 
search process of a Question-Answering (QA Sys
tem. The semantic network is based on an adapta
t i o n of the pred icate ca lcu lus and is described 
on ly b r i e f l y in t h i s paper and more ex tens ive ly 
by McSkimin and Minker (McSkimin [19761, and 
McSkimin and Minker [1977] ) . Terminology from 
the pred ica te ca lcu lus w i l l be used throughout 
the paper. 

Three ways w i l l be discussed in which seman
t i c in fo rmat ion may be app l ied to help r e s t r i c t 
deduct ive searches. These are : 
(1) To apply semantic i n fo rmat ion dur ing the 

pat tern-matching process ( u n i f i c a t i o n a l -
gor i th in ) . Most cur rent pat tern-matching sys
tems are based so le l y on syn tac t i c t e s t s . 
Using the semantic network, semantic con
s t r a i n t s may be app l ied dur ing the p a t t e r n -
matching process to i n h i b i t data base asser
t i ons and general axioms t h a t are semantical!} ' 
i r r e l e v a n t to the search from en te r ing i n t o 
the deduct ive search space. 

(2J To apply semantic well- formedness t e s t s to 
query and data base asser t ions input to the 
system so as to r e j e c t quer ies t h a t have no 
answer because they v i o l a t e semantic r e s t r i c -
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t i o n s . Thus, i t should be poss ib le to de te r 
mine tha t a query such as "Who is the person 
who is both fa ther and the mother of a given 
i n d i v i d u a l ? n is not answerable. 

(3) To i d e n t i f y those queries which have a known 
maximum number of so lu t ions so as to t e r m i 
nate searches f o r add i t i ona l answers once the 
known f i xed number is found. 

The semantic network discussed in t h i s paper 
i s described b r i e f l y in Sect ion 2 . In Sect ion 3 , 
we describe how the semantic network may be used 
to solve some of the problems associated w i t h the 
above i tems. An example which i l l u s t r a t e s the 
use of the semantic network is presented in 
Sect ion 4. A summary of the work and fu tu re 
d i r e c t i o n s i s g iven in Sect ion 5 . 

2. Seniantjc Network 

Although the term 'semantic network ' has been 
used ex tens ive ly in the l i t e r a t u r e , there is no 
un iversa l agreement as to what cons t i t u tes such a 
network. Hence, we s h a l l de f ine the term in the 
context o f t h i s paper. 

The semantic network to be descr ibed arose 
out of the need to prov ide meaning to ob jec ts in 
a domain and to statements made about these ob
j e c t s so as to make deduct ive searches more ef 
f i c i e n t . Although the semantic network developed 
is used in deductive searches, i t nevertheless 
bears considerable r e l a t i o n s h i p to those 
developed through the need to understand na tu ra l 
language by computers. The semantic network 
developed by Schubert [1976], f o r example, bears 
many s i m i l a r i t i e s to the one used here. 

The semantic network descr ibed here is an 
adaptat ion of the pred ica te ca lcu lus and is able 
to express q u a n t i f i c a t i o n , func t ions , terms and 
l o g i c a l connect ives. The adaptat ion is based 
upon the no ta t i on of Fisimian and Minker (Fishman 
[1973], Fishman and Minker [1975] ) , who modi f ied 
pred ica te ca lcu lus clause no ta t i on to handle sets 
of ob jec ts t h a t have the same template s t r u c t u r e . 

Thje a r t i c l e by Schubert [1976] discusses 
many semantic network representat ions used f o r 
na tu ra l language processing, and surveys the 
l i t e r a t u r e so tha t we ne i the r r e f e r to nor com
pare our work on semantic networks w i t h t ha t 
achieved by o the r s . 

In order to implement the techniques des
cr ibed in the i n t r o d u c t i o n , domain-dependent 
in fo rmat ion must be s tored in the computer in a 
form convenient f o r use. Coasequently, a major 
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part of this research has concerned the i d e n t i f i 
cation of the types of semantic information to be 
stored, and the development of structures in which 
to store the information. To this end, a collec
t ion of structures termed the "semantic network" 
has been developed which contains a l l information 
available to the question-answering system. 

The semantic, network consists of four com
ponents: (1) the semantic graph which specifies 
the set-theoretic re lat ion between named subsets 
of the domain; (2) the data base of assertions 
and inference rules; (37 the semantic form space 
which defines the semantic constraints placed on 
arguments of re lat ional n-tuples; and (4) the 
dictionary which defines the set membership for 
each element of the domain. A l l four components 
of the semantic network are used by the techniques 
described above for making the QA process more 
e f f i c i en t . I l lus t rat ions of how th is information 
is used w i l l be given in the next section. 
(a} The Semantic Graph 

The major emphasis of this ef for t is the 
investigation of techniques by which user-supplied 
semantic information may be stored in a computer 
and used to make the deductive inference process 
more e f f i c i en t . The approach taken is to define 
exp l i c i t l y the' contents of the domain of discourse 
D as well as the relationships in which various 
subsets of the domain may occur. 

To this end, much of the work has involved 
the investigation of how one might subdivide 
the domain D into a f i n i t e number of named subsets 
Sj such that a l l elements of each S^ have some set 
of properties in common. These sets are expressed 
as Boolean Category Expressions (BCE). Examples 
a r e : senatord male -liberal, state, judge f] 
lawyer. The names "senator", "state" and "judge" 
are examples of what are defined to be the sim
plest type of BCE possible and are called semantic 
categories. A BCE is any arbi t rary combination 
of categories using the set operations of union 
( l l ) , intersection (n) and complement ( - ) . It is 

necessary to subdivide the domain D into subsets 
since certain re lat ional statements may only be 
made about specified subsets of D, and one would 
l i ke to make these subsets expl ic i t rather than 
imp l i c i t . This subdivision is specified by a 
semantic graph Gs which defines how each category 
C is subdivided into subsets C1 ,C2,. . . ,Cn and how 
each of the Cj is s imi lar ly defined. Figure 1 
shows an example of such a graph. Note that both 
animate and living are the superset of animal; 
however animate is the superset of robot which is 
d is jo in t from Living, and living is the superset 
of plant which is d is jo in t from animate. Thus, 
animate and living o v e r l a p . 

Subdividing D in th is manner and defining 
where in the hierarchy each domain element l ives 
(the function of the dict ionary) , has several ad
vantages over expressing set memberships by unary 
relat ions. In part icular , it should be computa
t iona l ly more e f f i c ien t to perform t r i v i a l set 
membership inference using such a structure rather 
than by using unary re lat ions. Thus, Sirica £ 
judge might be stored in the dictionary rather 
than storing the unit clause JUDGE(Sirica) 
in the data base. The rationale for th is choice 
is given in McSkimin [1976]. 
(b) Data Base 

Assertions are facts, whereas general axioms 
are used to infer assertions about domain elements 
that are otherwise stored imp l i c i t l y in the data 
base. Both types are stored in a "paral le l clause" 
notation, termed n-o notation, an extension of the 
n-representation of Fishman and Minker. An exam
ple of an assertion in n-o notation i s : ( (a ,x ,y) , 
{{ [PARENT]/a,[Ruth,Herb]/x, lAnne,Carol,Jim]/y}}). 
The assertion states that Ruth and Herb are the 
parents of Anne, Carol and Jim. An example of a 
general axiom i s : (^(a,x, y.) v (3, x, y ) , {{ [RES IDE]/a, 
congressperson/x,state/y,[REPRESENT]/B)3). The 
axiom states that for a l l «, 3, x, and y, if the 

and the ob-
resides in 

object x is in the set congressperson, 
ject a is the predicate" RESIDE, and x i 





and the two II-a l i t e r a l s would be prevented from 
uni fy ing. Thus, clause (3) would never be entered 
into the search space, so that it would not lead 
to a deductive search path, thereby decreasing the 
time and space used over that of a purely syntac
t i c pattern match. 

Semantic un i f ica t ion is applied during the 
deductive search process. It is also applied when 
one is entering new facts or general rules into 
the system, and when a query is entered. These 
are described in the following sections. 
5.2 Semantic Well-Formedness of n-o Clauses 

One way in which the n-o uni f icat ion algorithm 
may be used is to perform semantic well-formedness 
tests on n-o clauses input to a quest ion-answering 
system, n-o clauses are used in two di f ferent 
ways: both as assertions and general axioms to be 
stored in the data base, and as questions posed to 
the system. As noted previously, the data base 
comprises one part of the semantic network. The 
data base stores facts about members of the do
main ( i . e . , assertions) and provides general 
axioms that are used to deduce impl ic i t assertions 
from those already known. Both of these are 
stored as IT-a clauses. 

The semantic form space defines how domain 
elements may interact; that i s , in what combina
tions they may co-occur in n-o clauses of the sys
tem. In part icular , semantic forms define the 
subsets of the domain UNIV from which arguments 
of relat ions must be chosen. It is necessary 
that a l l data base clauses conform to these rules. 
If data base clauses were stored that did not con
form with these rules, incorrect deductions could 
be generated. 

In addit ion, when a query is posed to a QA 
system, it is useful to know if i t is potent ia l ly 
unanswerable. A query may be unanswerable for 
several reasons. If a query makes reference to 
domain elements that, are unknown to the system, 
then it is very unlikely that the questions about 
that object could be answered. 

A query could also be unanswerable because it 
violates the constraints specified by the semantic 
form space. Thus, if one asked whether President 
Carter voted for a certain congressional b i l l , the 
system should answer that the question was not-
well -formed since only members of Congress may 
vote for b i l l s and Carter is not a member of Con
gress. Naturally, doing so requires the availa
b i l i t y of a complete semantic network including 
dict ionary, semantic graph, and semantic form 
space. By reject ing such a query, it is possible 
to avoid a f u t i l e search for an answer which, as
suming the data base is consistent, w i l l never be 
found. 

The purpose of the n-o uni f icat ion algorithm 
is to detect such discrepancies in both data base 
clauses and queries. This is done by unifying 
each II-a l i t e r a l L of an input clause against a l l 
semantic forms (which are stored in II-o clause 
representation themselves). If some instance of 
the II-a l i t e r a l L f a i l s to unify with any n-o 
semantic form in the semantic space, then that 
instance of the n-o l i t e r a l L does not conform 

with semantics because at least one of i t s argu
ments conf l ic ts with the corresponding argument of 
a l l semantic forms for that n-tuple size. 

Although some instances of the n-o l i t e r a l L 
might f a i l to unify with any semantic form, others 
may succeed. What is desirable therefore, is to 
transform a II-o clause input to the system into 
one (or perhaps several) clauses that are ent i re ly 
well-formed. These clauses may then be entered 
into the data base or input to the deductive 
mechanism as appropriate. Those instances fa i l i ng 
to unify should be isolated and the user informed 
of the error. The semantic well-formedness a l 
gorithm which does a l l of these things is given by 
McSkimin. 

An important part of the well-formedness a l 
gorithm is the un i f icat ion of input l i t e ra l s 
against the semantic form space. Each semantic 
form P = (T,<J>) consists of a template T of the 
form: (vo ,V j , . . . , v n ) v S and a n-o set <K The 
tuple ( v 0 , . . . , v n ) is called the distinguished l i t 
eral of F, and the l i t e r a l s in S are called the 
semantic l i t e r a l s of P. 

Unifying substitutions are also applied to 
the semantic l i t e r a l s which are carried along dur
ing the process, "appended to the query, during the 
deductive search to perform further semantic 
checks on a l i t e r a l by retr ieving or inferr ing in 
formation from the data base (rather than the 
semantic space). 

The tuple V = ( V Q , V I , . . . , v n ) along with the 
substitutions for the placeholder variables v-j oc
curring in * determine what elements of the domain 
may co-occur in arguments of an (n+1) tuple. If 
a portion of an input l i t e r a l h unif ies with some 
semantic form F on l i t e r a l V, then that combina
t ion of predicate and domain elements is consider
ed well-formed. If a l i t e r a l L does not unify 
with any semantic form, then it is not well-formed 
since it conf l ic ts with a l l possible ways that 
domain elements may be combined. 

An example of semantic well-formedness, and 
how the semantic form S is used w i l l now be given. 
Example: Let F - ((u,x,y) v(B,x,y) {{ [M]/a, 
female/x, animal/yy [EQUAL)/£}}) be a semantic 
form that determines the well -formedness of the 
"mother" predicate. (a,x,y) is the distinguished 
1 i te ra l in the semantic form. The semantic l i t e r 
al (3,x,y) is used to indicate that if x and y 
are equal then a semantic conf l ic t has been de
tected. For example, the following query, asking 
if Mary is her own mother, when resolved with the 
semantic form F, yields the new clause, ( (6 ,x ,y ) , 
{ { IMj /a, [Mary]/x, [Mary]/y, [EQUALl/p,]}) . 

The inferred n-o l i t e r a l ( (B,x,y) , { { [F(JIAL]/3, 
[Mary]/x,[Mary]/y}}), is not uni f ied against the 
semantic forms since it descended from a semantic 
l i t e r a l . Thus, a l l l i t e r a l s that came from the 
query have been successfully unif ied against the 
semantic form. The l i t e r a l that remains is then 
appended to the query to form the new query: 
%(a,x,y) v (|3,x,y) {{[M]/cx, [Mary]/x, [Mary]/y, 
[EQUAL]/3}K 

Before the proof mechanism starts to answer 
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the query, a t e s t is made to determine i f there 
are any l i t e r a l s e l i g i b l e f o r p red ica te eva l i i a t i on . 
I f t he re a re , then they are evaluated. Thus, in 
t h i s case, the proof mechanism evaluates the l i t e r 
a l ( 3 , x , y ) to t r u e and the e n t i r e c lause i s the re 
f o re removed from the search space, which i n d i 
cates t ha t the quest ion is unanswerable. I f the 
l i t e r a l s appended to the query are not e l i g i b l e 
f o r p red ica te eva lua t i on , they are t rea ted as any 
other l i t e r a l and must be resolved away in order 
f o r the query to be answered. 

In t h i s sec t ion it lias been shown how seman
t i c cons t ra in t s may be used to r e j e c t semant ical !y 
incons is ten t queries and data base asse r t i ons . 
The t h i r d use of the semantic network is given in 
the f o l l ow ing sec t i on . 

3.3 Semantic Act ions in the Search Space 

A major problem fac ing any problem so lv ing 
system is the growth of the search space. when 
the problem to be solved is compl icated, the 
search space grows and usua l l y , when a so lu t i on is 
not found, one runs out of machine work-space 
ra the r than t ime. One can use knowledge about, the 
problem domain to help decrease the workspace 
needed. 

3 .5 .1 Representing Counting R e s t r i c t i o n s 

A na tu ra l candidate for decreasing the work
space is to have knowledge concerning p red ica tes . 
In p a r t i c u l a r , one might re fe r to count ing p r e d i 
cates as ones in which there can be e i t he r a f i xed 
or an upper bound to the number of so lu t ions to 
the problem. For example, when r e f e r r i n g to the 
U.S. Senate, there are two senators who represent 
one s t a t e . Thus, i f one is searching fo r an an
swer to a subproblem which concerns senators who 
represent Maryland, on ly a maximum of two may be 
found in the system. 

To take advantage of count ing pred ica tes , 
count ing in fo rmat ion must be represented in the 
semantic network, and a bookkeeping mechanism must 
e x i s t dur ing the search process to keep t rack of 
when a so lu t i on has been found, and when a l l pos
s i b l e so lu t ions have been found. We sketch how 
t h i s is accomplished below. (See McSkimin fo r 
d e t a i l s . ) 

To mot ivate the d iscuss ion , consider the 
fo l l ow ing query, "Who represents the s tates of New 
York or New Jersey?" . The query, in n-o no ta t i on 
may be g iven in negated form as: f ^ ( a , x , y ) , 
{{[REPRESENT^*, [NY,NJ] /y}} ) . In format ion 
of a general nature concerning the pred ica te 
REPRESENT is contained in the semantic form space. 
Thus, i t is desired to denote tha t two senators 
represent every s t a t e , and tha t there are 15 re 
presenta t ives f o r NJ and 39 from NY, and tha t each 
senator or congressman can represent at most one 
s t a t e . 

The above semantic in fo rmat ion can be r e 
presented in the semantic form space as, 

F: C(a,x,y) , { { [REPRESENT]/q>senator#l /x,state#2/y} 
{[REPRESENT]/a, r e p # l / x , [NJ]#15/y] 
{ [REPRESENT]/a,repfa/x,[NY]#39/y}}) . 

By the no ta t i on B #m/v, is meant, tha t each e l e -
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ment of a Boolean Category Expression (BCE), B, 
can occur in at most m d i s t i n c t n - tup lcs which 
u n i f y w i t h tha t p a r t i c u l a r s u b s t i t u t i o n se t . 

The query, when tested against a semantic 
form dur ing a well-formedness t es t is modi f ied to 
r e f l e c t the above p o s s i b i l i t i e s . Thus, Q becomes 

Q1:(H"a>x>y)>{([REPRESEm ,]/a>scnatorfl/x>[NY,NJ]#yy 
{[REPRESENT]/a,rep#I7x, [NJl#15/y l 
{[REPRESENT]/a,rej)#l/x, [NY|#39/y} }J . 

For every s u b s t i t u t i o n set cpi of a p red ica te 
there is associated a semantic set count (SSC), 
which represents the number of poss ib le so lu t i ons 
that can be found r e l a t i v e to the p red i ca te . Let 
the s u b s t i t u t i o n set cp be g iven by, cp = { S 0 / / l / v 0 , 
S i f t i i i / v j , . . . , S n # m n / v n j . Then i t i s easy to see 
tha t n 

SSC = min (Card(S.) • m.)> 
i - 1 l 

where (.]ard(Sj_) is the c a r d i n a l i t y of the set S . , 
and m-j_ is the element semantic count. Thus, f o r 
cp = {[REPRRSBNrr]/cx,senatorftl/x, [NY,NJ]f l2/y), SSO 
in in( iOO- l ,2-2)=4, where Card (senator) =100. Tliat 
i s , there are on ly 4 poss ib le so lu t i ons - the two 
senators from each s ta te for the p a r t i c u l a r sub
s t i t u t i o n s e t . I f one sums the SSC over a l l sub
s t i t u t i o n sets r e l a t i v e t o the subproblem ( l i t e r 
a l ) , one obta ins the t o t a l poss ib le s o l u t i o n s . I f 
a l l so lu t ions are found f o r a l l s u b s t i t u t i o n se ts , 
the l i t e r a l i s said to be f u l l y so lved. For the 
s ing le subproblem associated w i t h the sample query 
there are 4+15+39=58 poss ib le semantic s o l u t i o n s . 

The syn tac t i c count (SC) f o r a s u b s t i t u t i o n 
set is simply the number of poss ib le en t r i es in 
the r e l a t i o n , and is g iven by 

SC = ff Card(S- ) . 
i = l 1 

This number is always greater than or equal to the 
semantic set count, and generally is considerably 
larger. In part icular SC-200 for the above ex
ample. 

Ciiven an n-o l i t e r a l in the search space, a 
target syntactic count (TSC)is specified for each 
substi tut ion set cp/ for each l i t e r a l , and is de
fined as TSCj * (§Cj_-SSCj) . When a n-o l i t e r a l is 
to be solved, it is removed from the clause and 
placed in a special l i s t . The l i t e r a l on the l i s t 
is i n i t i a l l y given the count, equal to SC. As 
unique solutions are found for the l i t e r a l , they 
are subtracted out of the substi tut ion set, and 
the count of the l i t e r a l i n i t i a l l y set to SC is 
decremented by the number of unique solutions 
found. When the count for the l i t e r a l on the 
l i s t equals TSC, then the l i t e r a l is f u l l y solved. 

To take advantage of counting predicates, it 
is necessary to know, when, during the search pro
cess, a l i t e r a l has been solved, and if so, wheth
er the l i t e r a l has been f u l l y solved. In the en
vironment of Question-Answering Systems, Fishman 
[1973,1974] has experimental evidence which ind i 
cates that l inear resolution with selection func
t ion (SL resolut ion), developed by Kowalski and 
Kuehner [1971], and independently by Loveland 
[1969,1970] (who termed it model el iminat ion), or 
a variant thereof, w i l l be used for the inference 
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mechanism. SL resolution is very convenient to 
use since one knows exactly when a l i t e r a l has 
been solved. This occurs when truncation takes 
place. The bookkeeping associated with SL resolu
t i on permits one to backup to the clause where one 
f i r s t started to search for a solution to the l i t 
e ra l . It is at the clause where one f i r s t starts 
to search for a solution to the l i t e r a l that one 
wants to i n i t i a t e semantic actions. 

Three types of semantic actions may be taken 
when f u l l y solved substi tut ion sets of a search 
space l i t e r a l L = ( L , ) are found. Starting at the 
clause in which the f u l l y solved substitut ion set 
appears, one must remove from the search space 
each subst i tut ion set that has been f u l l y solved. 
This w i l l inh ib i t any further clauses from being 
resolved against, the clause. I f , a l l resolvents 
from the n-a l i t e r a l have been found, some of the 
resolvents may not yet have been entered into the 
workspace. In th is case, a pointer to the resol
vent set would exist , and could be deleted. The 
reason for inh ib i t ing any additional clauses from 
entering the search space is because a l l solutions 
have already been found, and no other solutions 
are possible. By bringing in additional clauses, 
one is merely t ry ing to f ind another solution via 
a di f ferent path. The best that can result is 
that a duplicate solution w i l l be found. 

if a l l subst i tut ion sets cp; become fu l l y 
solved, then the entire subproblem L=(L/i>) is 
f u l l y solved, a l l further resolvents or potential 
resolvents of I should be deleted. Thus a l l fur
ther interactions between L and the data base are 
avoided. The semantic action of removing f u l l y 

•solved sets and subproblems can thus potent ial ly 
save a great deal in search e f fo r t . 

Unfortunately, the interactions ( i . e . , reso
lu t ion operations) between l i t e r a l L and data base 
clauses are seldom serial in nature. Rather, it-
is often the case that several interactions may 
proceed at the same time as cooperating processes 
(or coroutines) controlled by the search strategy. 
As a consequence, even though some l i t e r a l L be
comes f u l l y solved, there may be deductions in 
progress for L that , if continued may duplicate 
solutions already found. Therefore, ideal ly, 
these processes should be terminated. Thus, the 
second type of semantic action taken is to prune 
possible redundant derivation trees from the 
search space. A convenient data structure to fa
c i l i t a t e pruning is one in which the immediate 
resolvents of a clause are linked together in a 
l i s t , where each clause in the l i s t points to i t s 
parent clause, and the parent clause points to 
the f i r s t and last entries in the l i s t ( i . e . , 
it is a binary t ree) . Pruning in such a search 
space data structure is straightforward, and is 
not discussed further here. 

The th i rd type of semantic action concerns 
the l i t e r a l s of generated clauses in redundant 
derivat ion trees. As each clause (T is generated 
by resolution or factor ing, the search strategy 
may select a l i t e r a l from (T to be resolved against 
the data base. The l i t e r a l might be on a l i s t of 
l i t e r a l s waiting to be resolved (for example, see 
Minker et a l . [1973]) , or in the process of being 

resolved. Leaving such a l i t e r a l there w i l l per
mit it to interact with the data base, thus pro
ducing more unnecessary deductions. Therefore, if 
such a l i s t exists, the selected l i t e ra l s from a l l 
clauses of a redundant derivation must be removed 
from the l i s t and resolvents in process or that 
liave been found must be terminated or deleted as 
the case may be. 

The following section i l lus t ra tes how the 
above techniques may be used together in answering 
a query. 
4. An Example of the Use of Semantics in a QA 

System 
The data base used in th is example consists 

of assertions and general rules that might be use
ful in a po l i t i ca l context. Assume there are many 
assertions that state where a member of Congress 
1egally resides; i . e . , 
A : (cx,x,y),l{ [RHSlDL]/a, tBeal l ,Mathias,Holt , . . . , 

Hogan,Gude]/x,[MdJ/yj, 
A.,: { [RESIDH/cx, [Buckley,Javits,Chisholm, 

. . . ,Abzugj/x,[NY]/y]} 
These assertions mav be used to derive the state 
a member of Congress represents by the following 
general ru le: 
R, : ('^(a,x,y) v( [ i ,x ,y) , {{ [RESTDEj/u, congress/x, 

state/y, [REPRESENT/3)}) . 
In addit ion, there might be several axioms 

that are used to deduce whether a member of Con
gress supports a special interest group (such as 
organized labor) by referencing numerical ratings 
established by di f ferent lobbying groups (e.g. , 
COPE, the Committee on Po l i t i ca l Education of the 
AFLC10). For instance if a senator or represen
tat ive lias a COPE rating of 67-100 (on a 0-100 
scale) then one may conclude that he (she) sup
ports organized labor. Many of these rules may be 
stored as well as other general rules that deduce 
whether one supports some state, country, or 
interest group. These rules are given below.1 

R.,: K(a,x,y) v (e,x ,y) , {{ [COPE J / a , congress/x, 
R67100/yt [SUPPORT]/6, 
labor/z,} 

Py { [NSC]/a,congress/x, 
R67100/y9 [SUPPORTJ/3, 
defense/Z } , 

R4: K a , x , y ) v (B,x,y),{{ [REPRESENT]/ex,congress/x, 
state/y, [SUPPORT]/3)} ). 

The last rule states that if a member of Congress 
represents a state, then he or she would be ex
pected to support that state. 

To derive whether one would support a spe-
c ia l - in terest group, the ratings of each senator 
and representative could be stored as assertions: 
A~:((a,x,y),{{[NSC]/a,[Mathias,Cranston,..., 

M i tche l l ] / x , [11 ] /y } , 

JNote: NSC = Nat. Security Council, a defense 
lobby; NFU = Nat. Farm Union; and LCV = League 
of Conservation Voters; R67loo = A category con
taining a l l integers from 67 to 100. 
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the semantic set count is calculated. In th is 
case, there are SOI 00-2=200 syntactic solutions 
and SS04 semantic solutions. Thus, the value TSC 

is stored with the REPRESENT 
l i t e r a l L and referenced whenever new solutions 
are found. L is then modified to remove those so
lut ions found so fa r . When the syntactic count of 
L equals TSC=196, L w i l l be f u l l y solved. This 
process is i l l us t ra ted by the proof tree of Figure 
2 using SL resolut ion. 
3) The general rule R1 is resolved with 
since no direct match is possible. Since senator 
c congress and [Md,NY] state, resolvent 2 is 
formed. 
4) The RESIDE l i t e r a l L is now the right-most 
(and only) l i t e r a l in the SL resolvent, and is 
thus solved next. The element set counts from se
mantic form I;2 are read, and the number of solu
tions for L is calculated as, SSC=min(100-l,2-v) = 
100, where "v" means an unknown number of solutions 
are possible. The target syntactic count is ca l 
culated as TSO(l00-2)-100=100, and stored with the 
RESIDE l i t e r a l . Thus, 100 solutions must be found 
before the l i t e r a l is considered f u l l y solved. 
Since it is semantically impossible for 100 sena
tors to reside in two states, th is s i tuat ion w i l l 
never occur. Fortunately, the RESIDE l i t e r a l w i l l 
become indi rect ly f u l l y solved because i t s ancestor 
the REPRESENT l i t e r a l w i l l be f u l l y 
solved. This process is described below. 

5) Many RESIDE assertions are stored in the data 
base; only those instances are allowed to enter the 
search space that involve senators from Md or NY -
a l l representatives from Md and NY and any resident 
of some other state is excluded. Since {Beal l , 
Mathias, Buckley, Javits} c senator they are the 
only ones that pass through the n-o uni f icat ion 
algorithm. 
6) Since the A - l i t e r a l appears as the 
right-most l i t e r a l of clause 3, it implies that a 
subproblem lias been solved. Up-links are followed 
u n t i l appears without brackets in clause 
2 (denoting the point at which the current deduc
t i ve chain began as indicated by the dotted l ines 
of Figure 5). The solutions found are: 

By the procedure described in McSkimin, these so
lut ions are removed from clause 2 (whose syntactic 
count is 200) leaving a new clause whose syntactic 
count equals 196. Since th is does not equal the 
target syntactic count of 100, no semantic actions 
can be taken. 

7) 
from Clause 3, yielding clause 4. 
8) Another subproblem has been solved since 

is the right-most l i t e r a l of clause 4. 
Up-links are followed un t i l f i r s t appears 
without brackets (clause 1) . Since four solutions 
have been found for the l i t e r a l , i t s syntactic 
count becomes 196. Since th is equals the target 
syntactic count, is therefore removed from 
the search space to prevent other inference rules 
from attempting to deduce the senators from Md or 
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NY. In addit ion, the l i t e r a l H Y , X , Z ) from clause 
2 is removed also since a l l residents of Md and NY 
of interest have been found. Thus, even though 
th is l i t e r a l had 96 solutions l e f t to f i nd , it 
could be pruned since it was a. descendant of a 
l i t e r a l which was f u l l y solved. These are 
examples of semantic actions. 
9) The A - l i t e ra l [M>,x,z)J is next truncated 
from clause 4 yielding clause S, which is next 
solved in a similar fashion. 

This example lias i l lus t ra ted how user-sup
pl ied semantic information may be incorporated 
wi th in the framework of predicate calculus so as 
to make the deductive inference process more ef
f i c i en t . Three methods were shown to be effec
t ive in reducing the amount of ef for t involved in 
answering a query: semantic well-formedness 
tests, semantic operator selection, and semantic 
actions. Naturally, these are not beneficial for 
a l l data bases; conditions under which each is ex

pected to prove most beneficial are given by 
McSkimin. 

5. Summary 
We have described three basic uses of a seman

t i c network: (1) To semantic-ally unify two l i t e r 
a ls . (2) To perform semantic well-formedness 
tests. (3) To perform semantic actions. Semantic 
uni f icat ion serves to decrease the number of de
ductions that one may have over syntactic methods. 
Semantic well-formedness tests serve to delete data 
from entering the data base if they are not soman -
t i c a l l y well-formed re lat ive to the domain of ap
p l ica t ion. Semantic well-formedness tests may also 
introduce new l i t e r a l s into the search space which 
mast be sat isf ied for a solution to be found. Se
mantic actions serve to use counting information to 
determine when a l i t e r a l has been fu l l y solved, and 
to take actions based upon th is information. These 
actions serve to del imit the search space. 



An a l t e r n a t i v e approach to the one described 
here would be to b u i l d i n to the system unary p r e d i 
cates ra ther than set in format ion as represented in 
the semantic graph. We do not be l ieve tha t such an 
approach would be e f f e c t i v e since the add i t i on of 
axioms to the system to represent t r a n s i t i v e super
set r e l a t i ons and d i s j o i n t r e l a t i o n s would be too 
cumbersome to deal w i t h in p rac t i ce and would lead 
to very long p roo fs . 

Although the approach appears to be v i a b l e , 
we cannot yet provide experience which would demon
s t r a t e i t s e f fec t i veness . We expect to determine 
i t s e f fec t i veness . One fac to r is the data s t ruc
t u re to be used to perform pa t te rn -d i rec ted search 
for clauses which semant ical ly and s y n t a c t i c a l l y 
match l i t e r a l s in the data base. A second fac tor 
w i l l be the amount of t ime required to perform the 
CONFLICT a lgo r i thm. This a lgor i thm determines 
whetlicr or not two boolean category expressions are 
semant ical ly cons is ten t . I f the c o n f l i c t a lgor i thm 
is too time consuming, it may defeat the whole 
approach and make it comparable to a s t r i c t l y syn
t a c t i c approach. Further ana lys is is needed to 
estimate whether the e f f o r t expended in executing 
the semantic rout ines w i l l exceed the extra e f f o r t 
incurred i f they are not performed a t a l l . 

We bel ieve that an advantage w i l l be shown 
for the techniques described here. We are cur
r e n t l y implementing a system, MRPPS 3.0 which in 
corporates the techniques described here. We ex
pect to experiment w i th the system to determine 
how we l l i t w i l l work on la rge data bases. 
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