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Abst rac t 

The p o s s i b i l i t y of saving var ious computat ion
al resources is an argument o f ten advanced in favor 
of p e r m i t t i n g quest ion-answering systems to make 
occasional e r r o r s . In t h i s paper we es tab l i sh ab
so lu te bounds on the amount of memory savings t h a t 
is achievable w i t h a s p e c i f i e d e r r o r l eve l f o r cer 
t a i n types of quest ion-answering systems. Ques
t ion-answer ing systems are t rea ted as communication 
channels ca r r y i ng in fo rmat ion concerning the accep
tab le answers to an admissible set of quer ies . 
Shannon's r a t e - d i s t o r t i o n theory is used to ca l cu 
l a t e bounds on the memory requ i red f o r several 
quest ion-answering tasks. For data r e t r i e v a l , pa t 
t e r n - c l a s s i f i c a t i o n , and pos i t ion-match ing systems 
it was found tha t only small memory gains could be 
ma te r i a l i zed from e r r o r - t o l e r a n c e . In p a i r - o r d e r 
ing tasks on the other hand, more s i g n i f i c a n t mem
ory savings could be accomplished i f small e r r o r -
rates are t o l e r a t e d . S im i l a r l i m i t a t i o n s govern 
the t radeo f f s between e r r o r and computation t ime. 

1 . I n t r oduc t i on 

Loosely speaking a quest ion-answering (QA) 
system 1s any mechanical system which accepts data 
of a s p e c i f i e d type and at a l a t e r t ime produces 
output symbols in response to quer ies from some ad
miss ib le se t . The output symbols are i n t e r p r e t e d 
as answers to the queries about the s p e c i f i c data-
set and are expected to conform to some acceptable 
t e s t o f cor rec tness. P r a c t i c a l l y a l l ques t ion-
answering systems in operat ion today are deduct ive 
in na tu re . When a query is presented concerning 
an asser t ion not der i vab le from the data , e i t h e r 
the query is declared inadmiss ib le , or the data is 
declared incomplete. 

I t is apparent t h a t human in fo rmat ion proces
s ing is not conf ined to deduct ive reasoning; q u a l i 
f i e r s such as ' p r o b a b l y ' , ' pe rhaps ' , ' ( d o u b t f u l l y ' , 
and many more are very common in everyday language. 
People qu i t e o f ten assert or deny p ropos i t ions 
which are e i t h e r themselves incomplete, concern i n 
complete da ta , or are too complicated to be compu
ted w i t h i n the ava i l ab le t ime c o n s t r a i n t . We usu
a l l y i n t e r p r e t such behavior as an attempt to econ
omize some computational resource ( e . g . , data spe
c i f i c i t y , storage space, search t ime) at the ex
pense of answer accuracy. Correspondingly, it has 
been suggested t h a t a subs tan t i a l amount of compu
t a t i o n a l resources could be gained i f one al lowed 
computerized QA systems to make occasional e r ro rs 
v ia approximate representat ions of data or wo r l d -
models. Zadeh [ 1 ] has proposed the use of fuzzy-
sets to cope w i th the " i n c o m p a t i b i l i t y p r i n c i p l e . " 
In Zadeh*s words: "the essence of this principle 
is that as the complexity of a system increases, 
our ability to make precise and yet significant 
statements about its behavior diminishes until a 
threshold is reached beyond which precision and 
significance (or relevance) become almost mutually 
exclusive characteristics." Rabin [ 2 ] con jec tured 

that the d ispar i ty between the super-exponential 
complexity of proofs in even the simplest algebras 
and the apparent s imp l i c i t y of everyday human plan
ning behavior can perhaps be explained by man's 
wi l l ingness to to lerate a small amount of e r ro r . 

These not ion, while in harmony with one's i n 
t u i t i o n and experience, have not yet been submitted 
to a careful quant i ta t ive analysis. This paper 
should be considered as a step toward such analy
s i s . It concerns the economy of storage space and 
establishes absolute bounds on the amount of s tor 
age tha t can be saved by to le ra t ing a speci f ied 
percentage of errors in certain simple, yet t y p i 
cal , QA tasks. As a s ta r t ing po in t , we ignore the 
question of computational-complexity or search-
t ime, thus allowing the QA system any required (but 
f i n i t e ) amount of time for organizing and f i l i n g 
data into storage, as wel l as for computing the 
answers from the condensed data. A more recent 
work [3 ] demonstrates that the re la t i ve savings of 
most complexity measures in use are asymptotical ly 
bounded by the re la t i ve savings of storage space. 
Hence, the l a t t e r should be considered a fundamen
ta l character is t ic of e r ro r - to le ra t i ng computations. 

Four question-answering tasks are analyzed: 
da ta - re t r i eva l , pa t te rn -c lass i f i ca t i ons , pos i t i on -
e t c h i n g and pai r -order ing. The f i r s t and second 
tasks" are concerned with the economical description 
of one-place predicates, while the t h i r d and fourth 
concern the descript ion of an order r e l a t i on . 

Data-retr ieval QA systems accept as data an 
arb i t ra ry subset of indiv iduals (from some un i 
verse), and respond to queries of the type "has 
th is indiv idual been observed before?" A typ ica l 
example would be the task of determining whether a 
certain node in a game tree has been expanded be
fore , or whether it has been recognized before as 
a "forced-win" pos i t ion . A pat tern-c lass i f ica t ion 
system accepts data in the form of a subset of i n -
dividuals c lass i f i ed in to mutually exclusive ca
tegories (property-values). It responds to queries 
demanding the proper c lass i f i ca t i on of a given i n 
div idual from the observed l i s t , permit t ing an ar
b i t ra ry c lass i f i ca t i on of unobserved ind iv idua ls . 

Both position-matching and pair -order ing sys
tems accept data in the form of an ordered l i s t of 
ind iv iduals . Position-matching systems admit quer
ies of the type "What indiv idual stands in the kth 
posi t ion?" or "Who is the immediate successor of 
indiv idual Pair-ordering systems respond to 
queries of the type "Does x precede y?" . The num
er i ca l encoding of the order in position-matching 
tasks is known as a nominal scale ( e . g . , the num
ber on the sh i r ts of footba l l players) and that of 
pair-order ing tasks as ordinal scale ( e . g . , rank
ing of players in order of a b i l i t y ) . 

In a l l these tasks i t is possible to answer 
a l l queries correct ly i f an exact repl ica of the 
or ig ina l data is kept in storage. In many cases, 
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however, the memory requ i red to hold such a r ep l i ca 
would be p r o h i b i t i v e l y l a r g e . Consider, f o r exam
p l e , the task of dec id ing which member of a given 
p a i r of chess con f i gu ra t i ons has proven more prom
i s i n g in past games. Such tasks are never handled 
by complete enumeration but ra the r by employing 
approximate models which a l low the computation of 
an o rder -p reserv ing scale from some aspects of the 
con f i gu ra t i ons . The memory space needed f o r s t o r 
ing these imprecise models is expected to be smal
l e r than t h a t requ i red f o r s t o r i n g the scale i t s e l f , 
and much smal le r than t h a t requ i red to s tore the 
primary observat iona l data from which the scale was 
deduced. N a t u r a l l y , the amount of damage caused by 
impreciseness depends on the purpose served by the 
model, as r e f l e c t e d by the type of t a s k - r e l a t e d 
queries tha t the model is expected to reso lve . We 
the re fo re def ine the measure of the t a s k - r e l a t e d 
damage (o r d i s t o r t i o n ) as the f r a c t i o n of quer ies 
in the admissib le set which are answered incor -
r e c t l y . 

This paper demonstrates t ha t the conversion of 
a small e r r o r allowance i n t o a s i g n i f i c a n t memory 
saving requires h igh ly redundant query s e t s , and 
tha t such conversion is not f eas ib le fo r the tasks 
o f d a t a - r e t r i e v a l , p a t t e r n - c l a s s i f i c a t i o n and p o s i 
t ion-matching un less , perhaps, the data is h i gh l y 
s t r u c t u r e d . 

2. Background and Nomenclature 

The model chosen f o r de f i n i ng QA systems is 
represented by the block diagram of f i g u r e 1 * . I t 
consis ts of three p a r t s : a storage procedure B , . . , 
a r e t r i e v a l procedure B, . ., and a memory S. Dur

ing the ' f i l i n g ' phase, B - . , examines the elements 
of a data set and f i l e s a 'summary' in S f o r use by 
another procedure B-f ind . . La ter , in the ' f i n d i n g ' 
phase, Bf ind. . uses the in fo rmat ion in the memory to 
make decis ions about the quer ies . Our aim is to 
ca l cu la te the minimum quan t i t y of data tha t B*... 

must s to re in S in order to guarantee a min imal ly 
acceptable performance s tandard. 
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For the purpose of calculat ing the minimum 
size of S it is convenient to regard a QA system 
as a communication channel which receives at I ts 
input the data-set p and reproduces at I t s output 
the answer-string a. Thus, the source alphabet 1s 
M, and the reproducing alphabet, A, 1s theQcol lec
t ion of a l l possible answer-strings, A= AQ . 

Let i designate an Input data and j an output 
answer-string, and le t dij be the (per l e t t e r ) 
d i s to r t i on measure between the two. Shannon's 
ra te -d is to r t ion function for th is source 1s de
f ined by [ 5 ] : 

where I is the average mutual information between 
M and A, and PQ is the set of a l l condit ional pro
bab i l i t i e s y ie ld ing a mean d is to r t ion not exceed
ing D: 

Shannons source-coding theorem states that it 
is not possible with any coding scheme to transmit 
the source Information through any channel of cap
aci ty less than R(D) with average d is to r t ion less 
than D. Conversely, the posi t ive form of the the
orem states that given any channel with capacity 
C > R(D), coding schemes ex is t which resul t in an 
average d is to r t ion a r b i t r a r i l y close to D when 
used over th is channel. If one regards B*., [1n 

f igure 1] as the source encoder, B find, . as the de
coder, and the memory S as a noiseless channel with 
capacity S, then Shannon's source-coding theorem 
implies that in order for a QA system to exhib i t a 
mean d i s to r t i on not exceeding D, it must be p rov i 
ded with a memory space at least as large as R(0). 
Conversely, the theorems guarantee that it is pos
s ib le to real ize a mean error a r b i t r a r i l y close to 
D with an average memory space not exceeding R(D). 
The l a t t e r is true only if coding very long blocks 
of data is permitted, such as would be required 
for serving many users. If a code is to be as
signed to each separate data-set as demanded by 
(2.2b) , then R(D) only provides a lower bound on 
the memory space required. 

To obtain the ra te -d is to r t ion function for a 
QA system one needs to minimize expression (2.8) 
with P1 * 1/M and dij given by (2 .6) . Shannon has 
shown that R(D) is a continuous, s t r i c t l y decreas
ing, convex U function for 0 < D < D L , . where D 

— — max max 
is the minimum d is to r t ion achievable with zero 
memory: 

The calculat ion of the ra te -d is to r t ion func
t ion for an a rb i t ra ry d i s to r t i on matrix I s , in 
general, a d i f f i c u l t task. For our purposes, how
ever, it would be su f f i c i en t to derive bounds on 
R(D) using well known methods of ra te -d is to r t ion 
theory [ 6 ] . The derivat ions of these are omitted 
in th is paper and can be consulted in references 
[ 8 ] , [9 ] and [10 ] . 

3. Predicate-Related QA Systems 

Data-Retrieval Systems 

Consider a co l lect ion C of m objects from 
which a subset C of n objects 1s selected and 
presented to a QA system during the f i l i n g phase. 
At a l a te r time queries of the type "has object 
x ( x€c ) been observed?" are presented to the sys
tem for confirmation or re jec t ion . An error 1s 
committed when e i ther a member in C is declared 
"unobserved" or an object in C -C fs declared 

observed". 

It is clear that if no error at a l l can be 
to le ra ted , then at least log2(m) b i ts of storage 
must be devoted to describe the observation set . 
When memory size is l im i ted and (m) large (a t y p i 
cal example: rn = 2 1 0 0 n = 2 2 0 ) , one 1s tempted 
to "summarize" the data at the expense of accuracy. 
The most straightforward way to reduce storage 
would be to simply ignore a port ion of the data, 
and produce arb i t ra ry answers to queries re fe r r ing 
to the missing objects. We shall ca l l th is scheme 
"data-erasure", and w i l l use it to gauge the per
formance of more sophisticated descript ion schemes. 

The Pattern-Recognition l i t e ra tu re [7 ] may 
provide many ideas fo r such schemes. One may be 
tempted, for instance, to store only 'representa
t i v e ' samples of the observed se t , and base the de
cisions on the 'proximi ty ' between the query object 
x and the stored ' representat ives ' . Another possi
b i l i t y is to approximate the binary representation 
of the observed sample by a Boolean expression of 
a l im i ted length, store th is expression, and use it 
in the decision phase. A more popular method is 
provided by the so-cal led "S ta t i s t i ca l Pattern Re
cogni t ion" . Here the data-set 1s merely used to 
calculate a set of parameters governing certa in 
s t a t i s t i c a l models; the parameters are stored and 
subsequently used to generate the answer with the 
highest p robab i l i t y of correctness. An even more 
sophisticated description'method can be devised, 
based on the so-called "L ingu is t ic Pattern Recogni
t i on " philosophy. The names of the observed ob
jects are regarded as sentences in some language, 
a grammar generating th is language is Inferred and 
stored by B f i l e , while B f ^ n d parses the query sen
tences and decides whether it is in the language. 
It w i l l be shown that in the absence of any spec
i a l structures underlying the selection of the 
subsets C and for large m, a l l such schemes pos
sess memory vs. error character is t ics equal or i n 
f e r i o r to those obtained by data-erasure. 

The data-set space, fo r th is problem, consists 
of a l l subsets of Cm which contain exactly n 

A discussion of the storage vs. search-time 
tradeoff for such tasks is qiven by Mlnsky and 
Papert [ 4 ] . 
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objects , while the query set 1s isomorphic to C . 
Therefore: 

It demonstrates that as the ra t i o m/n increases, 
the ra te -d is to r t i on function approaches the data-
erasure l ine 1 - D/Dmax at a logarithmic rate. 
Thus, no amount of error (below the t r i v i a l level 
of D = n/m obtainable by answering a l l queries in 
t h e a f f i r m a t i v e ) can make memory demands grow 
slower than n log m/n. 

The implications of these results for the 
prospects of f ind ing a general language that simp
l i f i e s descript ions of subsets are rather discour
aging. They essent ia l ly imply that no filing 
scheme exists which performs appreciably better 
than one which simply ignores a certain fraction 
of the observed data. Only fo r sample sizes on the 
order of m/10 can the s t a t i s t i c a l dependence among 
the samples be u t i l i z e d for achieving a somewhat 
higher memory saving. 

This does not mean, however, that more sophis
t icated schemes cannot provide better storage-error 
character is t ics under special circumstances. I f , 
fo r instance, there exists a strong a priori know
ledge that the observed sample is in some sense 
compact, then it becomes quite reasonable to store 
only descript ions of i t s boundaries, not the en
t i r e sample. The results obtained here refer to 
query sets and data sets which are uniformly and 
independently d i s t r i bu ted . They are va l id in cases 
where no s t ruc tura l knowledge exists (except the 
sample size n ) ; any combination of n objects from 
Cffl could const i tute a data set and any member of 
Cm could represent a query. 

Preliminary invest igat ion of the ef fect of 
st ructure (using Markovian model) shows that the 
essential features of the memory vs. error charac
t e r i s t i c s remain unaltered with the introduct ion of 
structure into the data. While the memory required 
to achieve zero error is substant ia l ly reduced, the 
addit ional percentage reduction in memory require
ment induced by error- tolerance remains close to 
that of structureless data. 

Pattern Class i f ica t ion Systems 

Consider a co l lec t ion C of objects (or pat
terns) which is par t i t ioned in to three classes: n 
objects are in class C , n in C", and the remaining 
m-2n objects in class C°. During the f i l i n g phase 
a QA system is shown the elements of C and C" with 
the i r proper class i den t i t y . During the query 
phase an arb i t ra ry object from C is presented, 
and the system is asked to c lass i fy it e i ther as C 
or C". An er ror is counted whenever an element of 
C or C" is misc lass i f ied , but not when an element 
of C° is labeled (+) or ( - ) . C+ and C* stand for 
what is commonly called the " t ra in ing -se t " , while 
C° represents unobserved patterns. The neut ra l i t y 
of C° re f lec ts our commitment to evaluate system 
performance s t r i c t l y on the basis of observed data, 
leaving aside considerations of inductive-power. 

It is c lear ly possible to answer a l l queries 
correct ly if we store the iden t i t i es of the n e le 
ments of C , We simply label every query ( + ) if 
i t is in storage and (-) i f i t is not. This scheme 
requires on the order of n logo m b i ts of memory 
and thus could become proh ib i t i ve ly large fo r prac
t i c a l values of the sample-size and the data dimen
s iona l i t y (e .g . m = 21 0° n = 2 2 0 ) . Most pattern 
c lass i f i ca t i on methods, however, are motivated by 
the be l ie f that c l ass i f i ca t i on systems lend them
selves to a greater storage economy. It is promp
ted by noting that unl ike data- re t r ieva l systems 
the exact reconstruction of the data is not re 
qui red; only information pertaining to the d i f f e r 
ence between the classes need be stored. It f o l 
lows that one can always add any number of elements 

from C to e i the r C or C~ at no extra cost , and s> 
s impl i fy the descr ipt ion of the separating ru le . 
It w i l l be shown that th is argument is j u s t i f i e d ; 
the number of dichotomies needed for correct sep
arat ion of a l l pairs of classes is much smaller 
than the number of a l l possible choices of C . 
Thus, s tor ing the descript ion of any one such d i 
chotomy could be made more economical than stor ing 
the exact descript ion of C . 
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It 1s depicted in Figure 3; as the number of cate
gories Increases the normalized ra te -d i s to r t i on 
curves approach the l i ne 1-7. 

Thus, as m becomes very large the lower bound on 
R(D)/R(0) approaches the data-erasure l i ne l-D at 
a logarithmic ra te . 

These r e s u l t s can be summarized by the fo l l ow
ing conclus ions . As the size of the data increa
ses, the amount of storage needed to represent an 
ordered sequence of m items with a per-query error 
D is given by (l-D) m log m. Thus, no amount of 
error (below unity) oan make memory demands grow 
slower than m log m, and no data-reduction scheme 
exists which achieves a memory economy higher than 
that of data-erasure* 

Note that the mathematical s t ructure of pos i 
tion-matching systems remains essent ia l ly unaltered 
if is replaced by queries of the type, "Who is 
the immediate successor of The only change 
required would be the inclusion of a nu l l symbol 
1n the answer vocabulary to represent the answer 
"no successor". With th i s modif icat ion we have 

instead of which for large m indu
ces only a s l i gh t change in R(D). We thus con
clude that successor-finding tasks are subject to 
the same basic memory vs. error l im i ta t ions as 
those l im i ta t ions found fo r position-matching 
tasks. 

Pair-Ordering Systems 

Let us consider a question-answering system 
which examines an ordered array of m items 

during the f i l i n g phase, and later 
responds to queries of the type, "Does precede 

?". The data-space M 1s again the set of permu
tat ions on The set of quer ies, 

however, Is homomorphlc to the set of a l l 
pairs of elements, and the answer vocabula 
(0 , 1 ) , with 1 and 0 standing fo r a f f i rmat ion and 
denial of the query respect ively. We assume that 
only one o f the two q u e r i e s : 1 s 
in Thus, we have: 
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Thus, given any non-2ero D, there is always an m 
s u f f i c i e n t l y large to make the bound zero. This 
can be a t t r ibu ted e i ther to the fact that the sys
tem permits increasing amounts of memory savings, 
or simply to the looseness of the bound. We w i l l 
l a te r demonstrate that the former is t r ue , by using 
an upper bound on R(D). 

Note that the essential difference in the be
havior of equations (4.1) and (4.5) comes from the 
increased size of the query set Q. The two are 
special cases of a general bound [ 8 ] : 

R(D) M. log M - Q H.(D) (4.7) 

which holds for a l l question-answering systems with 
symmetric d is to r t ion measure (2 .7) . We may con
clude that in order for R(D)/R(0) to vanish for 
a l l D > 0 it is necessary that Q increases (with m) 
faster than log M. This can be expressed by the 
general statement: a necessary condition to enable 
a QA system to convert any small error tolerance 
into a slower growth of memory demand is that its 
query set be increasingly redundant. P o s i t i o n -
matching, for instance, has a query set with only a 
s l i gh t redundancy; one must know the posi t ion of 
m-1 items before the posi t ion of the remaining m t n 

item can be deduced with cer ta in ty . In pair-order
ing systems, on the other hand, knowing the correct 
precedence of only a small f rac t ion (m-1) of selec
ted pairs may be su f f i c i en t to deduce (by t rans i 
t i v i t y ) precedence in a l l the remaining (m-l)(m-2)/2 
pa i rs . 

We now derive an upper bound on R(D) and dem
onstrate that a small error tolerance can reduce 
memory demands by a factor of log m. To that end 
we calculated the ra te -d is to r t ion funct ion R (D) of 
a res t r i c ted system where only t r ans i t i v i t y -p rese r 
ving answer-strings are allowed. This y ie lds a 
parametric representation for Rr(D) [10 ] : 

where z is the independent parameter varying be
tween 0 and 1. For values of z not too close to 1 
the summations in (4.8) converge rap id ly , permit
t ing numerical computations of Rr(D) even for very 

large values of m. Equation (4.8) is depicted by 
the sol id l ines of Figure 4 for m * 100, 1000, and 
10,000. It is seen that the (normalized) curves 
undergo a sharp drop in R near D = 0, and that 
th i s drop continues to grow with increasing m. 

For large m, the asymptotic behavior of (d) 
is given by: 

(4.9) 

Recall ing that Shannon's theorems guarantee 
only the existence of codes for very long data 
blocks, it remains to show that a memory reduction 
s imi la r to (4.9) could also be achieved by schemes 
which encode each data-set separately. This can 
be demonstrated using the popular f i l i n g scheme 
known as "c lus te r ing" . Assume that the sequence 

represents the correct order of 
elements. Divide the sequence into groups each 
containing exactly consecutive elements, and 
reta in in memory the name of each Item coupled 
with i t s group name. In the answering phase, 
adopt the fo l lowing strategy: 1f and o^ belong 
to two d i f fe ren t groups, use the group label to 
decide precedence; if and belong to the same 
group, choose an a rb i t ra ry answer. It 1s easi ly 
shown that the memory vs. error character is t ics of 
t h i s scheme are governed by: 

(4.10) 

implying a l inear memory growth s imi la r to that 
predicted by the res t r i c ted ra te -d is to r t ion func
t ion (D). The two are compared in Figure 4. 

I t is tempting to relate these results to 
fuzzy-sets representation [1] schemes. Here too , 
only a f ixed number of l i n g u i s t i c labels such as 
"very sma l l " , "medium", " l a rge" , and "extremely 
large" are used to characterize l inear orders of 
any s ize. Equation (4.10) indicates that for the 
purpose of pai r -order ing the scheme is close to op
t ima l . However, c luster ing methods employ sharp 
pa r t i t i on ing of the element-set in to non-fuzzy sub
sets. It is not clear whether addit ional memory 
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gain could be achieved by the use of numerical i n 
d ica to rs f o r ' the degree of set membership'. I t 
is conceivable t h a t the computat ional advantage of 
fuzzy-se t coding schemes can only be demonstrated 
in more complex data s t ruc tu res such as those con
t a i n i n g r e l a t i o n s among several o rders . 

5. Conclusions and Relat ions to 
Computational Complexity 

Four quest ion-answering tasks were analyzed to 
t e s t the con jecture t ha t s i g n i f i c a n t memory savings 
could be ma te r i a l i zed w i t h only a s l i g h t to le rance 
f o r e r r o r s . I t was shown t h a t the tasks of data-
r e t r i e v a l and p a t t e r n - c l a s s i f i c a t i o n , which in the 
past have absorbed considerable e f f o r t s toward ec
onomy of d e s c r i p t i o n s , are sub jec t to a basic l i m 
i t a t i o n . No da ta - reduc t ion scheme ex i s t s which ex
p l o i t s er ror -a l lowances in an apprec iably more e f 
f e c t i v e way than a s t r a i g h t f o r w a r d data-erasure. 
Pos i t i on -match ing , namely, the task of represent ing 
a l i n e a r order f o r the purpose of rank i d e n t i f i c a 
t i o n (or successor i d e n t i f i c a t i o n ) , i s sub ject to 
a s i m i l a r l i m i t a t i o n . In app l i ca t ions where the 
basic dec is ion u n i t served by the order is the de
te rminat ion of precedences on pa i rs of elements, a 
more subs tan t i a l reduct ion in memory s ize can be 
achieved when a small but f i n i t e e r r o r is permitted. 
This d i f f e rence in behavior i s a t t r i b u t a b l e to the 
f a c t t h a t in p a i r - o r d e r i n g app l i ca t i ons the elemen
tary dec is ion tasks are h igh l y interdependent ( v i a 
t r a n s i t i v i t y ) , whereas those in pos i t ion-match ing 
app l i ca t i ons are almost independent. 

In a more recent work [ 3 ] it was found tha t the 
resu l t s repor ted in t h i s paper go beyond our o r i g i 
nal i n t en t o f l i m i t i n g the s to rage-e r ro r exchange. 
The work demonstrates t ha t many complexi ty measures 
on a v a r i e t y of computation models can be e f f e c 
t i v e l y bounded using the r a t e - d i s t o r t i o n f u n c t i o n . 
Given a computational task ( e . g . , s o r t i n g , f unc t i on 
computat ion, sequence genera t i on ) , a c lass of algor
ithms f o r accomplishing tha t task ( e . g . , s t r a i g h t 
l i n e a lgo r i t hms , f i n i t e s ta te machines) and a com
p l e x i t y measure on the class ( e . g . , program l e n g t h , 
time or space complex i ty , combinat ional complexi ty), 
there ex i s t s a c h a r a c t e r i s t i c f unc t i on C[R(D)] which 
provides a lower bound on the mean complexi ty neces
sary to produce a mean d i s t o r t i o n not exceeding D. 
Moreover, in almost a l l i n t e r e s t i n g cases the func
t i o n approaches a s t r a i g h t l i n e C[R(D)] * a R(0) as 
the task s i ze becomes very l a rge . This impl ies that 
the r e l a t i v e reduct ion in the mean complexi ty i n 
duced by t o l e r a t i n g a mean d i s t o r t i o n D cannot ex
ceed the r e l a t i v e change of the r a t e - d i s t o r t i o n 
func t i on R(D). 

Typical r esu l t s obtained by t h i s method are: 

1. The mean number of b inary comparisons r e 
qu i red f o r s o r t i n g N-sequences is bounded by 

C(Ds) > N l o g N ( l - D s ) , N - --> (5 .1) 

where D $ i s the f r a c t i o n o f terms in the ou tpu t s e 
quence which are f o l l o w e d by wrong successors . I t 
imp l i es t h a t no s o r t i n g scheme e x i s t s which matches 
a f i x e d percentage o f t he te rm w i t h t h e i r c o r r e c t 
successors and which requ i r es less than 0(N l o g N) 
comparisons. 

2 . I f D i s the f r a c t i o n o f p a i r s i n t he o u t 
put sequence Which are out of o r d e r , then the mean 
number of comparisons is bounded by 

This work was supported by the Nat ional S c i 
ence Foundation under Grant No. GJ 42732. 

References 

1. L o t f i A. Zadeh, "Ou t l i ne of a New Approach to 
the Analys is of Complex Systems and Decision 
Processes," IEEE Trans act-Lone on Systems, Mzn, 
and Cybernetics, Vo l . SMC-3, No. 1, Jan. 1973. 

2. Michael 0. Rabin, "Theore t i ca l Impediments to 
A r t i f i c i a l I n t e l l i g e n c e , " Proceedings of IFIP 
Congress I9?4y August 5-10, 1974, Stockholm, 
Sweden. 

3. J. P e a r l , "On the Complexity of Inexact Compu
t a t i o n s ," UCLA-ENG-PAPER-0775, May, 1975. 

4. M. Minsky, and S. Paper t , Perceptrons, Cam
b r i d g e , Massachusetts and London, The M. I .T . 
Press, 1969 (Chapter 12) . 

5. C. E. Shannon, "Coding Theorems fo r a Discrete 
Source w i th a F i d e l i t y C r i t e r i o n , " 1959 IRE 
National Convention Record* Pt 4, pp. 142-163. 

6. T. Berger, Rate D i s t o r t i o n Theory, Englewood 
C l i f f s , New Jersey: P r e n t i c e - H a l l , 1971. 

7. Ranan B. B a n e r j i , "Some L i n g u i s t i c and Sta t i s 
t i c a l Problems in Pat tern Recogn i t i on , " Pat
te rn Recogn i t ion , Vo l . 3, p. 409-419, Perga-
mon Press", 19*71. 

8 . J . P e a r l , "Error-Bounds f o r I n f e r e n t i a l Ques
t ion-Answer ing Systems w i t h L imi ted Memory," 
UCLA-ENG-748U October, 1974. 

9 . J . P e a r l , "An App l i ca t i on o f Ra te -D i s t o r t i on 
Theory to Pat tern Recogni t ion and C l a s s i f i c a 
t i o n , " UCLA-ENG-7501, January, 1975. 

10. J . P e a r l , "Memory vs . Error Cha rac te r i s t i c s 
f o r Inexact Representat ions o f L inear Orders" 
UCLA-ENG-7491, December, 1974. 

568 


