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Abstract 

This paper presents a semantic and deductive f o r ­
mal system fo r automatic theorem-proving. The system 
has, as i t s deductive component, a form of na tura l de­
duct ion. I t s semantic component r e l i e s on an under­
l y i ng representat ion of a model. This model is invoked 
to prune subgoals generated by the deductive component, 
whenever such subgoals tes t fa lse in the model. In 
add i t i on , the model is used to suggest inferences to 
be made at the deductive l e v e l . Conversely, the 
current s tate of the proof suggests changes to be made 
to the model, e .g . when a const ruct ion is required as 
in geometry. 

The system is seen to possess a very smooth and 
transparent in te r face between i t s semantics and ded­
uct ive syntax. These semantic and syntact ic subsys­
tems in te rac t continuously during the search for a 
proof , each suggesting to the other how next to pro­
ceed. P a r t i c u l a r l y appealing is the naturalness of 
the system from a human point of view. 

1 . In t roduc t ion 

The past dozen years or so have witnessed a great 
deal of programming energy devoted to mechanizing f i r s t 
order l o g i c . Several proof procedures have been pro­
posed and implemented w i th vary ing degrees of success. 
Among these are systems of na tura l deduct ion 1 3 , Her-
brand search procedures4 , and r e s o l u t i o n 1 1 . 

It qu ick ly became apparent that these proof pro­
cedures alone were impract ica l on any i n t e r es t i ng 
mathematical theory. One approach toward a l l e v i a t i n g 
these d i f f i c u l t i e s was to develop completeness pre­
serving refinements of the ru les of in ference. Essen­
t i a l l y , these are su i tab ly r e s t r i c t e d ru les , o f ten 
depending upon the syntact ic s t ruc ture of the formulae, 
which generate a narrower (hut usual ly deeper) search 
t r e e . V i r t u a l l y a l l o f the resu l t s obtained along 
these l i nes are fo r reso lu t ion systems. Examples are 
reso lu t ion w i th merging1 , l i nea r r e s o l u t i o n ' , A-order-
i ng 1 2 e t c . plus a whole host of combined s t ra teg ies . 
Experimental evidence14 ind icates that th i s approach 
alone f a i l s on even mi ld ly serious theorems. 

V i r t u a l l y everyone is now agreed that knowledge 
about the problem domain must be used in the l o g i c . 
The question is how. There seem to be two approaches. 

1.1 Semantics as Domain Dependent Heur is t ics 

In t h i s approach semantic Informat ion is embedded, 
in the l o g i c , as su i tab le domain dependent heur i s t i cs 
which depend, f o r t h e i r e f f e c t , upon the syntact ic 
form of the current formulae and which therefore act 
l i k e new ru les of in ference. No representat ion of the 
problem domain i t s e l f is present. Semantics is con­
veyed through some f i xed set of heu r i s t i c procedures 
represent ing that knowledge of the problem domain 
which is bel ieved to be s i g n i f i c a n t in guiding the 
search fo r proofs . This semantic Informat ion is i n ­

corporated i n to the system by augmenting i t s purely 
syntact ic ru les - the theorem-prover continues to be 
syntax-dr iven. 

Examples of th i s approach may be found for 
analysis , set theory2, and equa l i t y9 . It is reason­
ably c lear that such domain dependent heur i s t i cs w i l l 
be essent ia l components of any theorem-prover capable 
of doing rea l mathematics. For example, a number 
theor i s t w i l l require procedures fo r so lv ing equations 
and formula manipulat ion. We shal l argue that much 
more than t h i s Is requi red. 

One d i f f i c u l t y wi th t h i s approach is the need to 
a n t i c i p a t e , at the coding stage, a l l . of that knowledge 
about the problem domain which could be of assistance 
in discovering proofs . This knowledge is then embedded 
in the log ic in the form of su i tab le heur is t i cs which 
govern the generation of successor nodes in the proof 
t r ee . Unfor tunate ly , such heu r i s t i cs are ra re ly i n ­
dependent, but i n te rac t in h igh ly complex ways. I f , 
l a t e r , some new heu r i s t i c is discovered, t h i s can lead 
to a major overhaul of the program. There i s , under 
th i s approach, a very rea l danger of an ove rp ro l i f e r -
a t ion of spec ia l , mutually i n te rac t i ng heu r i s t i cs wi th 
an attendant loss of system e x t e n s i b i l i t y . 

It can also be argued that domain dependent 
heu r i s t i cs capture a weak not ion of semantics in the 
sense that they a f fec t the proof tree only under c e r t ­
a in prespeci f ied condi t ions. Insofar as a formula 
enters in to such a condi t ion it may he said to have 
meaning so that the. corresponding heu r i s t i c decision 
has a semantic bas is . But there is no concept of the 
meaning of an a r b i t r a r y formula, and hence no prov is ion 
fo r decisions based upon general semantic considera­
t i o n s . In pa r t i cu l a r then, i f a node of the proof t ree 
has no associated h e u r i s t i c , no semantic decision can 
be made about i t s most p laus ib le successors. 

Worse s t i l l is the lack of any kind of reasonable 
con t ro l over dead-end searches. If the app l i ca t ion of 
an heu r i s t i c or ru le of inference leads the proof 
as t ray, there is no prov is ion for using knowledge about 
the problem domain to detect t h i s . Those techniques 
which are cu r ren t l y used, such as se t t i ng parameters 
fo r maximal clause length or depth of funct ion-nest ing 
are c l ea r l y ad hoc, and independent of the domain. 
This d i f f i c u l t y w i th b l i nd a l leys is compounded in the 
presence of a large number of axioms and theorems 
which might be i r r e l even t to the proof being sought. 
Such formulae are guaranteed to lead to dead-end 
searches. There is no way that a serious theorem-
proving system can avoid having to deal w i th th is 
s i t u a t i o n . To our knowledge, no current theorem-
prover, a l l of which are based on refinements and/or 
domain dependent h e u r i s t i c s , Is capable of coping wi th 
t h i s problem. 
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1.2 Semantics as the Representation of Models 

The main th rus t of t h i s paper is the fo l l ow ing : 
Instead of re ly ing exc lus ive ly upon domain dependent 
heur i s t i cs which represent f i x e d , a. p r i o r i knowledge 
about the problem domain, represent the problem domain 
i t s e l f , i . e . present to the theorem-prover a model of 
the axiomatic system invo lved. In add i t i on , what is 
needed is a set of procedures fo r ex t rac t ing informa­
t i o n about the model when required by the theorem-
prover, together w i th a f l e x i b l e , general in te r face 
between such a semantic subsystem and the purely syn­
t ac t i c l og i ca l system. 

The d i s t i n c t i o n , there fo re , between t h i s approach 
and that based on domain dependent heu r i s t i cs is that 
the l a t t e r e x p l i c i t l y represents that semantic inform-
a t ion which is bel ieved a p r i o r i to be re levant , where-
as the former i m p l i c i t l y represents a l l of the inform-
a t ion ava i lab le in the model which is capable of being 
extracted by the ava i lab le procedures. 

The idea of using models fo r theorem-proving is 
by no means new. In the l a te 1950's Gelernter and h is 
co-workers5,6 developed a system f o r plane geometry 
whose success was due p r ima r i l y to i t s use of geometric 
diagrams. Despite th i s ear ly success the use of 
models has not been widely adopted in theorem-proving 
c i r c l e s , w i t h the sole exception of work by Slagle12 in 
the context of r eso lu t i on . 

The present paper represents a genera l iza t ion of 
the work of Gelernter . The resu l t i ng system has, as a 
deductive component, a form of na tura l deduction as 
opposed to r eso lu t i on . I t s underly ing semantic sub­
system r e l i e s upon some representat ion of a model, and 
is invoked to prune dead-end searches, and to make 
inferences at the deductive l e v e l . The deductive l eve l 
in t u r n , is used to dynamically modify the underlying 
model, as the proof unfo lds. In add i t i on to i t s 
naturalness, the system provides considerable con t ro l 
over the search for a proof . 
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t h i s paper, we sha l l hold to the d e f i n i t i o n of model 
given above. For a more complete discussion of these 
problems, see reference 10. Not ice, however, that the 
formal system L of Section 3 is not dependent on any 
p a r t i c u l a r d e f i n i t i o n of a model, although of course a 
more general not ion of semantics w i l l y i e l d a corres­
pondingly more powerful system. 
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3.1 Remarks 
1. The purely syntact ic ru les of the system L have 

been patterned a f t e r a s imi la r deductive system due to 
Bledsoe, Boyer, and Henneman3 and represent a s l i g h t 
reformulat ion and genera l iza t ion of the i r r u l es . Ess­
e n t i a l l y what is new here is the in tegra t ion of seman­
t i c s in to the i r purely deductive syntax. In f a c t , i t 
can be shown10 that the system L is a genera l izat ion of 
the syntact ic and semantic formal system underlying the 
work of Gelernter and his co-workers on the. Geometry 
Machine5,6. 

The deductive syntax of the system L stands in 
contrast to the usual reso lu t ion based theorem-proving 
techniques11, and ismuch closer to various systems of 
na tura l deduction, f o r example those used by Wangl3. 
L's deductive component also bears a resemblance to 
the system of Nevins8. In p a r t i c u l a r , Rules 4 and 8 
correspond to h is case analysis ru l es . We are en­
couraged by t h i s since Nevins' theorem-prover appears 
to be the most successful by fa r of any current general 
purpose system. 



it. It Is not intended that the model M necessar­
i l y remain f i xed during the course of a proof . Thus, 
each app l i ca t ion of one of the ru les may invoke a 
d i f f e r e n t model, where appropr ia te . For example, in 
geometry,constructions may be suggested by the proof 
so f a r , in which case the current model w i l l be the 
i n i t i a l model augmented by su i tab le new points and 
l i n e segments. Since s u b s t i t u t i o n Instances can o f ten 
be in te rpre ted as cons t ruc t i ve ly asser t ing the e x i s t ­
ence of new ob jec ts , every such s u b s t i t u t i o n encounter­
ed during the course of the proof thus f a r can be used 
to augment the i n i t i a l model by these new ob jec ts , in 
order to y i e l d the current model. Example 4 below 
i l l u s t r a t e s how the system L suggests, in a very 
natura l way, the necessary changes to be made to an 
i n i t i a l model, and how the model evolves dur ing the 
course of the proo f . 

S i m i l a r l y , a case analys is might invoke a 
d i f f e ren t model f o r each case. Thus an app l i ca t ion of 
Rule 8 w i l l t y p i c a l l y c a l l on two models, one fo r the 
"A case" and one fo r the B. 

5. We f e e l that the system L possesses a very 
smooth and na tu ra l In ter face between i t s semantics and 
deductive syntax. In p a r t i c u l a r , as suggested in 
remarks 3, and 4. above, these semantic and syntact ic 
subsystems in te rac t continuously during the search for 
a proof , each suggesting to the other how next to p ro ­
ceed. There is a naturalness w i t h which systems of 
na tu ra l deduction admit a semantic component w i th the 
resu l t that a great deal of con t ro l is gained over the 
search fo r a proof , It is p rec ise ly fo r t h i s reason 
that we argue in favour of t h e i r use in automatic 
theorem-proving, in opposi t ion to the usual r e s o l u t i o n -
based systems, which appear to lack any k ind of reason­
able con t ro l over dead-end searches. 
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)— Square ABCw 

which is c l ea r l y fa lse in any r i gh t angle f ree diagram 
of an isosceles t r i a n g l e , so that t h i s app l i ca t ion of 
Rule 6 is re jec ted . Notice that if we had been un fo r t ­
unate enough to have chosen, as a diagram of an i sos ­
celes t r i a n g l e , one in which BAC was a r i g h t angle, 
there would have been no j u s t i f i c a t i o n in re jec t i ng 
the app l i ca t ion of Rule 6 - a sa t i s f y ing po in t w would 
e x i s t . 

Example 3 

This is a geometry example which i l l u s t r a t e s the 
use of semantics in re jec t i ng a subgoal generated by 
Rule 4. The theorem states "For every t r i ang le there 
is a point equid is tant from i t s three v e r t i c e s " . 
Assume t h a t , among the axioms present is 

Example 4 

This example is drawn from Gelernter et al . It 
is of i n t e res t because i t s proof requires a subt le 
cons t ruc t ion . We sketch a por t ion of the proof , using 
the system L, which i l l u s t r a t e s how L forces the nec­
essary cons t ruc t ion , as the proof unfo lds . 

The theorem states " I f ABCD is a trapezoid w i th 
BC||AD, and if the l i n e j o i n i n g the midpoint E of AC 
to the midpoint F of BD meets AB in M, then MA-MB," 
The I n i t i a l model (without the point K and dotted l i ne 
segment CFK) i s : 

The crux of the proof is to prove EF|JAD since 
then, in t r i ang le BAD, FB-FD and MF||AD whence MB-MA. 
To prove EF |AD, the l i n e segment CF must be drawn, 
and extended to meet AD in K. (The Geometry Machine 
was unable to discover t h i s cons t ruc t ion , and had to 
be given t h i s h i n t before i t found a p r o o f ) . Then i t 
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