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ABSTRACT 

This paner deals with the problem 
of constructing a general method for 
pattern recognition. It is proposed to 
realize this method based on a hypothe 
sis of s impl ic i ty which is formulated 
in an appropriate manner. The proposed 
method is i l l us t ra ted with an example. 

Introduction 
In th is paper the problem of pat

tern recognition is considered as that 
of determining a method for predicting 
future empirical results based on i n 
vestigation of only preliminary in for 
mation of an object and phenomena which 
are in previous experiments ( in t r a i 
ning samle). Solution of the problem 
stated, in pr inc ip le , depends on the 
acceptance of a natura l -sc ient i f ic hy
pothesis that already has been mentioned 
in the l i tera ture (1). We assume that 
such a natura l -sc ient i f ic hypothesis, 
in appropriate way, must explain the 
h is tor ica l fact that mathematically 
simpler natura l -sc ient i f ic theories, as 
a ru le , are more preferable as methods 
of predicting future experimental facts. 
The concern of th is paper is how one 
can use the conception of s impl ic i ty fo 
rmulated only on in tu i t i ve level for 

the solution of pattern recognition 
problems. 

§1. Training sample in given 
feature space 

Let us define more exactly the no-
tions"feature"and "feature space". Any 
feature is determined wholly by a choice 
of empirical procedure for i t s measure
ment. A measurement procedure is a compa-
rison of the measuring object with some 
set X of standards. The comparison is 

determined by a f i n i t e set of empirical 
operations F= {f,, f } and empirical 
relat ions P= j p1 . . . , pa } on a set of sta
ndards. Relative to these operations and 
relat ions the measuring object must be
have in the same way as one of the stan
dards. Let us introduce the following 
de f in i t i on : the feature {xj is a class 
of a l l algebraic systems isomorphic to 
that X=<X; F; P > in which domain X is 
a set of standards, F and P are co l 
lect ion of empirical operations and re 
lat ions on th is set, correpondingly. 

For example, the feature "weight" 
is a class of a l l algebraic systems iso
morphic to that <W; (+) ; >, where W 
is an accounting set of standards (wei
ghts), operation © is that of obtain
ing any standard by putt ing together on 
a pan two di f ferent standards, re lat ion 

is "not heavier than" (3). 
Since an abstract class of algebra

ic system is quite characterized by any 
of i t s representatives Including a sys
tem in which the domain is a set of num
bers, operations and relat ions - su i ta
ble numerical operations and re lat ions, 
then one can describe, for instance, the 
feature "weight" as a class of a l l alge
braic systems isomorphic to a numerical 
one (N; + ; ≤> , where N is a set of 
numbers, operation + is an arithme-
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t i c a l operation of natural numbers, ad
d i t i on , and the re lat ion is "not 
greater than". For a l l t h i s , we must 
not for/ret, however, that it is possible 
to consider the system as 
representation of the feature "weight" 
if and only if th is system is isomor
phic to the empirical one 

Tf it is known of some object ₤ 
only that one can perform measurements 
of i t s feature , then it is ev i 
dent that th is object does not d i f fe r 
from some standard X₤ which is an ele
ment of domain X of the correspon
ding algebraic system. 

Let us choose th is standard x₤ . 
For a system isomorphic to that with the 
chosen element, is 
equivalent to wr i t i ng : "the object ₤ 
takes value x₤ for feature Given, 
for instance, that the object ₤ weighs 
2 kg, one can write as an algebraic sys
tem isomorphic to that , 
where the object 2 kg belongs to the 
set of weight standards. 

Now, le t us assume we are given a 
f in i te set o f features a , . . \ x ) \ x \ 
corresponding to empirical nlgebraic 
systems 

for an n-dimensional feature space 
Here, as in the one-limensional 

case, instead of an object with known 
values of features, one can consider 
a class of a l l systems isomorphic to 

The real izat ions set of a t ra in ing 

§2, Scheme of general theory of 
recognition for the given feature space 

'̂he problem of recognition in gene
r a l can be formulated thus: the t ra in ing 
sample represents the fol lowing R clas
ses of equivalence: *) 

The 1-st class of equivalence: 

Tt is required, proceeding from the pro
perties of algebraic systems of t ra in ing 
sample and control real izat ion if , to 
predict which of K classes of equivalen
ce (patterns) system Xy belongs bo. As 
has been stated ear l ie r , exclusively 
logical methods for th is problem so lu t i 
on are not suf f ic ient ones, 

Tt is necessary to introduce an 
addit ional assumption which we postulate 
as the fol lowing many-stage process, 

*)Here and fur ther , instead of an abst
ract class of algebraic systems we mean 
any concrete representative of the class 
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patterns is represented by two one-ele
ment sets { 3} and { 2} . Now, we deter
mine to which of these two patterns the 
number 5 belongs. 

In the feature space the t r a i 
ning sample is represented by two sys
tems : 

considering it as an imp l ic i t formula
t i on of the hypothesis of s impl ic i ty . 

At the f i r s t stnge it is possible 
to consider the class of systems of equ
al complexity corresponding to minimum 
permissible level of complexity which is 
determined as stated below. If it is not 
successful in obtaining a solut ion, then 
class of systems having the next higher 
level of complexity is considered, and 
so on u n t i l the f i r s t solution is ob
tained. The choice of solution on each 
stage consists in the fo l lowing: at 
f i r s t , systems which are homomorphous 
images of a system Xy are chosen 
from systems class of relevant comple
x i t y . Let us denote the col lect ion of 
such systems by HomXY. 

Realization y belongs to the i - th 
class of equivalence (pattern) if two 
conditions are f u l f i l l e d : 

1).There is a system Q i in the 
col lect ion HomXy which is a homomorph
ous image even if for only one system 
from the i - th class of equivalence and 
there is none for any system of another 
class of equivalence. 

2).Among the members remaining of 
HomNy there is no system 0; which with 
respect to the J-class of equivalence 
behaves the same way as Q1 - to the 
i - t h one 

Now, we only need to break up the 
set Q of a l l non-isomorphic f i n i t e sys
tems of a given signature 
into levels by complexity in order to 
provide a description of th is process. 
Let us compare to each f i n i t e n-basic 
system Q a sequence of numbers 



Which o f these e i g h t systems gene
r a t e t he c l a s s Horn X$ ? 

U s i n g known theorems f o r g e n e r a t i n g 
e l emen ts , i t i s e a s i l y t o prove the 

The c l a s s Horn Xs a l s o i n c l u d e s o n l y 
one a l g e b r a Q 1 a t t h i s s t a g e . I t i s 
e v i d e n t t h a t Q1 is a homomorphous 
image of b o t h X. and X2 sys tems, t h e r e 
f o r e , the f i r s t one o f the two c o n d i t i 
ons ment ioned above i s no t f u l f i l l e d 
and t h e r e i s n o s o l u t i o n a t t h i s s t a g e . 

The second s tage cor responds to the 
n e x t l a r g e r c o m p l e x i t y l e v e l which i s 
g i v e n i f t he domain c o n s i s t s o f two e l e 
ments a and . 

The c o m p l e x i t y l e v e l a t t h i s s tage 
c o n s i s t s o f e i g h t non - i somorph i c systems 
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These systems have o n l y two one ra -
t i o n s : the b i n a r y one of a d d i t i o n + and 
the z e r o - a r y one of e lement c h o i c e . The 
minimum power o f domain i s equa l t o 1 . 
Thus, the minimum l e v e l o f c o m p l e x i t y 

c l a s s HomX5={Q1,Q6} . In the same way one 
can be conv inced t h a t Q1 is a homomor

phous image of b o t h X2 and Xs wh ich 
c o n t r a d i c t s c o n d i t i o n s t a t e d above i n 
the r u l e o f d e c i s i o n accep tance . The 
system Q6 is a homomorphous image o n l y 
of system X. , wh ich p e r m i t s us to a c 
cept a one - to -one d e c i s i o n : 5 be longs 

t o p a t t e r n { 3 } . 
We have g i v e n t h i s example to em

phas i ze t h a t t h i s p rocess can be u s e d , 
in some cases , in a f e a t u r e space c o r r e 
sponding t o i n f i n i t e a l g e b r a i c sys tems. 
However, we can n o t guaran tee i t s use 
f o r any f e a t u r e space. N e v e r t h e l e s s , 
s i n c e an adequate t h e o r y of measurement 
must n o t r e f e r t o i n f i n i t e a l g e b r a i c 
systems f rom an e m p i r i c a l v i e w p o i n t , t he 
s t a t e d above r e s t r i c t i o n on use o f t h i s 
p rocess has n o impor tance i n p r i n c i p l e . 

C o n c l u s i o n s . 

In our paper we have i n t e n d e d to 
show the p o s s i b i l i t y o f c o n s t r u c t i n g an 
u n i v e r s a l method o f p a t t e r n r e c o g n i t i o n 
based on the h y p o t h e s i s o f s i m p l i c i t y . 
Ques t ions conce rn i ng t he p r a c t i c a l r e a l i 
z a t i o n o f t h i s method have no t been c o n 
s i d e r e d here because t h e r e , a p p a r e n t l y , 
i s n o t a t p r e s e n t a n e l a b o r a t e enough 
t h e o r y o f measurement wh ich exc ludes r e 
f e r e n c e s t o i n f i n i t y . 
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